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FOREWORD
This issue of the ICF Quarterly is dedicated to the ICF Program’s calculational

capabilities and accomplishments.  Computer codes are an integral part of the col-
lection of research tools and activities that are used to investigate target physics and
laser science and technology.  With the advent of the Accelerated Strategic
Computing Initiative (ASCI), a new emphasis has been placed upon computing as a
core Laboratory competency.  The ICF Program has long depended upon sophisti-
cated computer codes to model in detail physical processes important in hardware
and experiments.  Currently, the emphasis is on extending simulations to three
dimensions and on the use of high-performance computing platforms.  Most of the
codes in this issue exploit some form of parallel processing.  

Two articles discuss codes used to simulate plasma behavior.  The first is
“WARP3D, a Three-Dimensional PIC Code for High-Current Ion Beam Propagation
Developed for Heavy-Ion Fusion.”  WARP3D combines the particle-in-cell tech-
nique used for plasma modeling with a description of a “lattice” of accelerator
components.  It can simulate space-charge-dominated beams in realistic accelerator
geometries.  A detailed understanding of beam behavior as it propagates through
the accelerator is necessary to maintain the low temperatures required to achieve a
small focal spot size.  In the second article, “Three-Dimensional Nonlinear
Hydrodynamics Code to Study Laser–Plasma Interactions,” direct numerical simu-
lations examine ponderomotive filamentation produced by intense laser beams.
Ponderomotive self-focusing and filamentation are important because they can pre-
vent laser energy from being deposited at the desired location or with the required
uniformity.  The code solves the two-temperature fluid equations, coupled to the
paraxial equation for light-wave propagation.

Radiation hydrodynamics codes are used to design ICF experiments and to
analyze target evolution.  The two-dimensional (2-D) axisymmetric code LASNEX
has helped to improve our understanding of ICF targets for 25 years.  The article
“LASNEX—a 2-D Physics Code for Modeling ICF” describes the broad variety of
physics packages and capabilities that have been incorporated into the code.
Specific examples illustrate the code’s success in simulating hydrodynamic instabil-
ity evolution of 2-D perturbations as well as spectroscopic emission in Nova targets.
Experiments and numerical simulations have shown that three-dimensional (3-D)
surface perturbations saturate at larger amplitudes than axisymmetric or 2-D struc-
tures.  Two radiation hydrodynamics codes are being developed in the ICF Program
to examine 3-D effects.  HYDRA, which is based upon a block structured mesh, can
perform direct 3-D numerical simulations of portions of ICF capsules, carrying the
evolution of multimode perturbations through ignition and burn.  The article
“Three-Dimensional Simulations of National Ignition Facility Capsule Implosions
with HYDRA” describes early results from the first 3-D simulations of the NIF base-
line capsule design.  “The ICF3D Code” outlines the development of the 3-D hydro
code based upon an unstructured grid that uses discontinuous finite-element
hydrodynamics.  ICF3D is written using object-oriented programming and can
presently run on massively parallel computers.  Results from several test problems
are also presented.  

Computer codes have been used to design high-power lasers both previously in
the ICF Program and for the National Ignition Facility (NIF).  Four articles describe
a suite of codes used to optimize the NIF laser design.  In the article “The PROP92
Fourier Beam Propagation Code,” the author describes the code used to model the



propagation of the laser beam through a comprehensive set of optical elements.
Algorithms assess the risk of damage to optical elements from high beam fluence or
filamentation.  The detailed fields calculated with PROP92 are input into the
code, which models the process of nonlinear frequency conversion, as described 
in the article “Frequency-Conversion Modeling.” The article “Laser Optimization
Techniques” describes a set of codes that employ various quadratic methods 
for locating the constrained nonlinear optimum of a multivariate system.  To 
perform an iteration, the optimization code runs both the PROP92 and frequency
conversion codes in parallel on a cluster of workstations.  The article “NIF Design
Optimization” outlines the modeling procedures used in the aforementioned laser
design codes.  It also presents results from the optimization that resulted in the 
current NIF design. 

Michael M. Marinak
Scientific Editor
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Introduction
Heavy-ion induction accelerators are being devel-

oped in the United States as the principal candidate
“drivers” for inertial confinement fusion (ICF) power
production.  They also represent an attractive option
for a high-yield microfusion research facility.  Heavy-
ion drivers are attractive in both cases because they
promise high reliability, high repetition rate (several
pulses per second are required), greater efficiency (up
to 30%), lifetime capacity (a power plant would need
to last 30 years, or 1010 pulses), and sufficient cost sav-
ings. With indirectly driven targets, heavy-ion drivers
allow a favorable fusion chamber geometry; further-
more, the final focus is accomplished with magnetic
fields that are immune to damage by target debris, in
contrast to the final optics for a laser.1

The requirements for high-gain ignition of the
fusion targets control the design of the accelerator.  A
major constraint on the beam is the requirement of a
small focal spot size on the target with a large distance
between the final focus lens and the target, putting a
tight limit on the temperature of the beam.  A thoro u g h
understanding of the beam behavior as it propagates
through the accelerator is necessary to maintain the
required low temperatures.

Since the space-charge–dominated beams in an
induction accelerator are effectively non-neutral plas-
mas, analysis of the beams can be performed with
computational modeling techniques related to those
used in both the accelerator and plasma physics fields.
Because the beam resides in the accelerator for re l a t i v e l y
few plasma oscillation periods, particle-in-cell (PIC)
simulation techniques are especially effective and have
proved valuable in the design and analysis of both
ongoing experiments and future machines and in the
study of basic physics issues.  The three-dimensional
(3-D) electrostatic PIC simulation code WARP3d2,3 was
developed to study beam behavior from first principles

in realistic geometries.  This article presents an overview
of the WARP3d code, describing in detail some of its
major features and present applications in a number of
areas, and highlighting the important results. 

Overview of WARP3d
WARP3d was designed and optimized for heavy-ion

fusion (HIF) accelerator physics studies. It combines
the PIC technique commonly used for plasma modeling
with a description of the “lattice” of accelerator elements.
In addition to its 3-D model, a simple beam envelope,
or transverse root-mean-square (rms) size, analytic
equation solver was included, primarily to obtain an
initial beam well matched to the accelerator lattice.
The code uses the BASIS development and run-time
system, which affords a flexible and powerful interpre-
tive user interface.

The ion beam is re p resented by a small number
( re lative to the number of beam ions in the physical
system) of interacting particles whose motion is con-
trolled by the Newton–Lorentz equations of motion.
The fields affecting the particles include both the self-
fields of the beam and the external fields from the lattice.
The self-fields are assumed to be electrostatic and are
calculated in the beam frame via Poisson’s equation on
a Cartesian grid that moves with the beam.  The elec-
trostatic assumption is valid since, with the high mass
of the beam ions, the beam is nonrelativistic thro u g h o u t
the accelerator, its velocity only reaching roughly 10%
of the speed of light at the end of the accelerator.

T h e re are two “field solvers” to calculate the self-fields:
(1) The fastest field solver, which is generally used for
long-time simulations, uses Fourier decomposition with
fast Fourier transforms (FFTs).  (2) An iterative solver uses
successive overrelaxation (SOR) with even-odd ord e r-
i n g4 and allows inclusion of complex electrode geometry.
For the FFT field solver, the 3-D transform is sine-sine-
periodic, the transverse boundary is a rectangular

WARP3D, A THREE-DIMENSIONAL PIC CODE

FOR HIGH-CURRENT ION-BEAM PROPAGATION
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metal pipe, and the longitudinal boundary is periodic.
Capacity matrices5 can be used to include simple elec-
t rodes in the FFT field solver to handle ro u n d pipes,
s t ru c t u res independent of the axial coordinate, and
i s olated internal structures.  Another variant uses a
tridiagonal matrix solver along the axial direction.  This
method is slightly faster, but at present is restricted to
conducting boundaries on the longitudinal ends of
t h e grid.

The SOR field solver, although significantly slower
than the FFT field solver, allows simulation of a much
broader class of problems with a more realistic model
of the conductors. This field solver was implemented
using a technique, described below, to obtain subgrid-
scale resolution of the conductor boundaries.  With both
field solvers, transverse symmetry can be exploited,
simulating only half or one quarter of the system.

The external fields are applied via a lattice, which is
a general set of finite-length accelerator elements,
including quadrupoles for focusing, dipoles for bend-
ing, induction gaps for accelerating, elements with
arbitrary transverse multipole components, and curved
accelerator sections (see Ref. 2).  The transverse multi-
pole components specify the applied fields, in one form,
as an electrostatic or magnetostatic potential re p re s e n t e d
by an infinite sum of terms expressed in cylindrical
coordinates with the direction of beam propagation
along the longitudinal axis, z.

(1)

The Vn ,ν(z) determine the contribution of each
term.  The electric or magnetic fields are calculated by
taking the appropriate derivatives.  As an example, a
q u a d rupole field is given by the term with n = 2, and
ν = 0.  Terms with n > 2 or ν > 0 are re f e r red to as
h i g h - o rder terms.

The field from the lattice elements can be specified
at one of several levels of detail—from hard-edged,
axially uniform fields at the lowest level, to self-consis-
tent inclusion of the conducting electrodes of electric
elements in the field solution at the highest level.

Aspects of WARP
A number of features and capabilities have been

implemented in WARP3d to enable simulation of a
b ro a d e r class of accelerators, both by way of inclusion
of the relevant physics and by optimization of the code to
a l l o w simulation of larg e r-scale problems.  This article
describes the most important and novel of these in detail.

Lattice and Fields

A hard-edged field is the lowest level of description
of lattice element fields—one that is uniform axially

within the extent of the element and that has a sharp cut-
o ff at the ends of the element.  As the particles enter and
exit hard-edged, axially uniform elements, the forc e
applied on the particles is scaled by the fraction of the
timestep spent inside the element.  These “residence cor-
rections” are used so that the particles receive the corre c t
impulse from the element and allow larger timesteps to
be used.  Without the residence corrections, the forc e s
applied to the particles would depend on the number of
timesteps they spend inside the element; keeping the
resulting error small would re q u i re a small timestep.

At a higher level of detail, fields that vary axially
can be applied. This allows application of realistic
fields, including fringe fields and the higher-order
multipole moments of a magnetic quadrupole element,
for example.  In both the axially uniform and nonuni-
form descriptions, the applied field can be an arbitrary
sum of multipole components, as given by Eq. (1).

The highest level of detail is specification of the field
via a 3-D grid to allow application of fields that are not
amenable to a multipole description, e.g., a field with
many nonlinear components. The field can be calculated
outside of WARP3d; for example, the magnetic field fro m
a complex magnet design can be obtained from TO S C A6

and input into WARP3d.  With electric elements, the field
can be calculated self-consistently with WARP3d by
inclusion of the electrodes in the field solution, there b y
obtaining the realistic fields and image effects from the
e l e c t rode on the beam.  This highest level of description
allows modeling of complex electrode geometry and elec-
t rodes with time-varying voltages.

When electrodes are included in the field solution,
to avoid the problems with the jaggedness of repre-
senting tilted or curved electrodes on a Cartesian grid,
the SOR field solver allows subgrid-scale resolution of
the conducting boundary locations as shown in Fig. 1.
For grid points just outside the surface of a conductor,
the form of Poisson’s equation is changed to explicitly
include the location of the surface.  Normally, the eval-
uation of Poisson’s equation at these points would
require the potential at grid points that are just inside
the surface of the electrode.  The values inside are
replaced by a value that is extrapolated from the
potential at the surface and at the grid point just out-
side the surface. The method is similar to the method
used in EGUN,7 extended to three dimensions and
time dependence.

Subgrid-scale resolution of the conducting boundaries
allows more accurate modeling of electrodes for a given
grid cell size, especially ones with curved surfaces, and
it does so while allowing larger grid cell sizes.  As an
example, the fields from an electric quadrupole are
p roduced from four parallel cylinders with appro p r i a t e
voltages. Without the subgrid-scale resolution of the
cylinder surfaces, the quadrupole focusing strength is
reduced significantly since the jagged surface, pro d u c e d
by representing the cylinder by grid points only within
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the cylinder, is effectively farther from the axis than
that of the true surface.  The reduced focusing changes
the beam envelope on the order of 10%.  A much finer
grid would be needed to produce the same accurate
focusing strength as that produced with the subgrid-
scale resolution.

Beam Injection

Several models of particle beam injection are used,
all of which can model emission from planar or curved
surfaces.  The first model injects particles from a surface
at a constant current with a specified energy, modeling
a beam emerging from a wire mesh or from a plane of
uniform potential.  It can be used to model injection
from an emitting surface if the specified energy is low
compared with the diode energy.

Two self-consistent models use space-charg e – l i m i t e d
injection and are intended only for injection directly
from emission surfaces.  The beam current that is
injected is not predetermined, but is calculated self-
consistently from the conditions near the emitting surface
to give space-charge–limited injection.  The first model
uses the Child–Langmuir8 relation in a region in front
of the emitting surface to calculate the emitted current.
The length of the region is small compared with the
length of the diode.  The Child–Langmuir relation gives

the space-charge–limited current in a 1-D diode.  In the
second model, the surface charge required to produce
the desired zero-normal electric field on the surface is
calculated assuming an infinite conducting plane.  The
amount of charge injected into a grid cell is then the
surface charge integrated over the grid cell minus the
charge already in the grid cell from earlier times.

With space-charge–limited injection, WARP3d can
be run in an efficient iterative manner that captures
only the steady-state behavior.  The algorithm is similar
to that used in the 2-D electron gun design code EGUN.7

At each iteration, a group of particles is tracked thro u g h
the diode. Along the paths of the particles, charge is
deposited on a grid to build up a representation of the
charge density of a full beam.  The fields are recalcu-
lated, including the new charge density, giving the
new fields through which the next group of particles is
tracked on the next iteration.  On the initial iteration,
the particles are tracked through the fields given by the
solution of Laplace’s equation in the diode geometry.
The process converges to the correct steady-state flow
in typically 10 to 20 iterations.  This capability was
added to the code entirely through the BASIS interpre t e r
and required no modification of the existing code.

Large Time-Step Algorithms

Under conditions that arise commonly in WARP3d
applications, the applied focusing, bending, and accel-
erating fields vary rapidly with axial position, while
the beam’s self-fields (which are comparable in stre n g t h
to the applied fields) vary smoothly.  In such cases, it is
desirable to employ timesteps that advance the particles
over distances greater than the characteristic scales
over which the applied fields vary. An example tech-
nique, used in WARP3d since the code’s inception, is
the residence correction described earlier. Research at
Lawrence Livermore National Laboratory (LLNL) is
extending this concept to cases where the effects of
extended fringe fields and other smooth but rapid
variations must be accurately captured, necessitating
very small timesteps when a conventional “leapfrog”
advance is used.9

Several related techniques are being evaluated: sub-
cycling of the particle advance relative to the field
solution (i.e., taking N substeps between each major
timestep on which the self-consistent field is computed
and applied, where N is a small integer); use of a higher-
order time-advance algorithm; and force-averaging
over the velocity-advance step by integration along
approximate orbits (a generalization of the residence
correction technique).  The most straightforward of
these techniques is particle subcycling. We are encour-
aged by subcycling tests that advance a particle thro u g h
the extended field’s quadrupole component of a pair of
permanent-magnet quadrupole lenses, and we are in
the process of implementing this technique in WA R P 3 d .

131

WARP3D, A THREE-DIMENSIONAL PIC CODE

UCRL-LR-105821-96-4

FIGURE 1. An example conductor on a grid.  The numeric form of
Poisson’s equation is altered for the grid points at the dark circles.
The equation would normally require the potentials at the nearby
grid points, which are inside the conductor, marked by squares.  The
potential inside is replaced by a value extrapolated from the poten-
tial at the point outside and at the surface. (08-10-0896-1906pb01)



Since the field solution and particle advance often use
comparable amounts of computer time, subcycling with
N = 4 will result in roughly a twofold speedup of the
code.  For some problems, the field solution dominates
the run time and larger speedups can be expected.

Thick-Slice Model

Several simulations have identified the existence of
short longitudinal-wavelength oscillations that can
occur on a long beam. These short-length phenomena
have been found to be particularly significant when
the beam transverse temperature is somewhat greater
than the longitudinal temperature.10–13 In this case,
the temperature anisotropy is a source of free energy
that can drive the short wavelength modes unstable,
leading to an “equilibration” of the temperatures.
Short longitudinal-wavelength oscillations have also
been seen (in simulations) in a re c i rculator with external
nonlinearities (see the section entitled “Recirculating
Induction Accelerator”).  To investigate these phenomena
numerically, therefore, it is important to examine the
physics of a space-charge–dominated beam with
numerical resolution in the longitudinal direction suf-
ficiently fine to resolve phenomena that occur on the
scale of the beam diameter.  This requirement can be
computationally expensive to satisfy if the beam is to be
tracked through a realistic length of accelerator stru c t u re .

A new numerical technique currently being developed
facilitates the investigation of such short longitudinal-
scale phenomena.  This approximation, which we call
the “thick-slice” model, exploits the separation of scales
that occur because of the locality of the phenomena
being studied relative to the global beam variation
along the accelerator structure.  We assume that all the
particles across a finite slice of the beam simultaneously
experience the same external forces, in a manner similar
to what is assumed in a single-slice (or 2-D transverse)
model.  However, the self-consistent beam dynamics
within the slice are followed, including the longitudinal
variation of the fields. The longitudinal particle and
field boundaries at the ends of the slice are further
assumed to be periodic.

Parallel Processing

WARP3d was originally designed to run on vector
supercomputers and on workstations.  With the pre-
sent trend toward using massively parallel processing,
WARP3d was ported to a parallel environment.
Currently, WARP3d  can run on the CRAY T3D, using
both the PVM14 message passing library and the native
shared memory library, and on multi-workstation clus-
ters. In the conversion, the interactive nature of the
code (through the BASIS interpreter) was maintained.
The user runs the code on a local serial workstation
and interacts with it through the interpreter. That code

then creates processes on the parallel machine to do
the computational work. Via message passing, the u s e r
c o n t rols the pro g ress of the simulation on the parallel
machine and inquires or sets any of the code variables
in a manner similar to that used when the code runs
on a serial machine.

Using a model problem with up to 32 processors,
timings were made by following a beam through five
hard-edged lattice periods.  The speedup of the code
with an increasing number of processors was nearly
linear. Figure 2 shows timings of the field solver and
particle mover. The field solver has a slightly superlin-
ear speedup, which is likely due to better cache
m e mory use with the data spread out in smaller pieces
on more processors.
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FIGURE 2. Plot showing the speedup of the code with an increasing
number of processors.  The speedup is twice the ratio of the time
with two processors to the time with n processors, two being the
fewest number of processors that the parallel code will run on.  The
light gray line shows the ideal linear speedup.  The dark gray line
with squares shows the speedup for the field solver. The black line
with circles shows the speedup for the particle mover.  Note that the
speedup for the field solver is superlinear at first due to better use of
cache memory with less data per processor. (08-10-0896-1907pb01)

Applications of WARP3d
WARP3d has been used extensively in the design

and analysis of a number of experiments within the
HIF program and in the study of the basic physics of
the creation and transport of space-charge–dominated
beams.  In the following sections, we describe several
of its most recent applications within HIF and an
application outside of HIF.



FIGURE 4. The diode of the ESQ injector filled with the  beam.  The
outline is of the diode geometry.  The shading of the beam particles
is proportional to the time of injection of the particles, showing the
darkest area injected last. (08-10-0896-1909pb01)

Electrostatic Quadrupole Injector

A driver-scale injector and matching section is being
built at Lawrence Berkeley Laboratory, in collaboration
with LLNL, to address beam physics and technology
issues.15 The injector uses a sequence of electrostatic
quadrupole (ESQ) lenses with a superposed voltage
gradient along the axis.  The net effect is  to confine the
beam transversely and to accelerate it.  The beam is
emitted from a hot-plate source and accelerated thro u g h
a diode section into the quadrupole lenses.  Figure 3 is
an image of the injector when it is filled with the beam.
Following the injector is a “matching section,” a series
of electric quadrupoles with decreasing aperture that
reduce the transverse size of the beam down to “match”
it into the following section of the accelerator.

WARP3d was used to understand a major issue in
the injector design—the degradation of beam quality
(brightness) by the nonlinear multipole components of
the focusing fields and the so-called “energy effect.”
The energy effect arises from the spread transversely in
the axial velocity of particles in the ESQ, which is due
to the transverse variation of the electrostatic potential.
Proper treatment of the beam dynamics requires
detailed 3-D simulation with a realistic lattice model.

For design of the injector optics, the steady-state
beam behavior was of primary interest.  For efficiency,
runs were made in a quasi-steady-state mode, taking
several particle timesteps between each field solution
and continuing until the system converged to a time-
independent state.  These 3-D simulations of the injector
required less than 3 min on a single processor of the
National Energy Research Scientific Computing Center’ s
CRAY Y-MP C90 (at LLNL). This was fast enough to
allow simulation of a large number of designs to opti-
mize the injector, minimizing the beam degradation.
Taking advantage of the ESQ’s two-plane symmetry, the
dimensions of the field grid were typically 40 × 40 × 3 4 8 .
Ty p i c a l l y, 100,000 particles and 500 timesteps were used.
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FIGURE 3. The 3-D image of the ESQ injector when filled with the
beam.  The shading of the beam particles is proportional to the parti-
cle energy relative to the energy at the beam center; the energy effect
is evident in the darker shading of particles farther from the axis.
(08-10-0896-1908pb01)

Fully time-dependent simulations of the transient
behavior re q u i re several hours of C90 CPU time.

The simulations were used as a guide in the devel-
opment of a scaled, proof-of-principle experiment and
then a full-scale experiment. In both cases, excellent
agreement was found between the experiment and
simulation results. Figure 4 shows the simulated
injected beam in the full-scale diode.  Figure 5 shows a
comparison of the phase space representations of the
simulated and the full-scale experimental beams.

For the matching section, the envelope equation solver
in WARP3d is used to calculate the beam transverse
rms size in the presence of quadrupole and uniform
focusing multipole components extracted from the
field solution, including the full geometry of the elec-
tric quadrupole conductors.  Good agreement between
the analytic envelope solution and the results of full
PIC simulation implies that the envelope solver can be
used for rapid iteration of the applied voltages to
achieve the desired beam state.  The full simulations
are conducted to evaluate possible degradations in
beam quality that cannot be evaluated in the analytic
envelope model.

In a full-scale driver, multiple injectors will be used
and their beams will be channeled into a multiple beam
transport line by the matching section, resulting in a
curved matching section.  This system was simulated
with WARP3d, combining three of its major capabilities:
injection, a bent accelerator lattice, and field solution
with complex conductor geometry.  The simulations
found no significant degradation of beam quality,
thereby validating the design concept.



Recirculating Induction Accelerator

A re c i rculating induction accelerator, or “re c i rc u l a t o r, ”
o ffers the prospect of reduced cost relative to a conven-
tional linear accelerator because the accelerating and
focusing elements are reused many times per shot.1 6 A
small re c i rculator is being developed at LLNL to explore
the beam dynamics of a full-sized fusion driver in a
scaled manner; the key dimensionless parameters that
characterize the beam are similar to those of a driver-
scale ring, but the physical scale is much smaller.1 7

Although a full-scale driver will use magnetic dipole
elements to bend the beam, electric dipole plates were
chosen for the prototype to minimize costs.  The size of
the plates is constrained by space considerations and
voltage-holding re q u i rements, resulting in significant

h i g h - o rder fields.  Using WARP3d, the plate shape was
adjusted to minimize 3-D field nonlinearities and their
influence on beam quality.  Figure 6 compares the cro s s
section of the beam after several laps with flat dipole
plates and with shaped dipole plates.

WARP3d simulations were used to follow the beam
for all 15 laps. Ty p i c a l l y, the 2-µs-long beam is made up
of 100,000 simulation particles.  The field grid is a mov-
ing window covering four half-lattice periods.  The grid
m e a s u res 32 × 16 cells transversely (exploiting vertical
symmetry) and 128 cells axially.

Figure 7 shows the time history of the normalized
emittance at the midpulse for an acceleration schedule
that does not compress the beam axially.  The normalized
emittance is a measure related to the transverse beam
temperature and is given approximately by    
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FIGURE 5. Comparison of
experimental and simulation
transverse phase space repre-
sentations at the end of the ESQ
injector.  (a) and (b) compare the
results at the design parameters.
(c) and (d) compare the results
with an increased diode volt-
age; in this nonoptimal case, the
representations are significantly
distorted from a straight line.
(08-10-0896-1910pb01)

FI G U R E 6 . The beam cross sec-
tion after several laps (a) with
flat dipole plates and (b) with
shaped dipole plates.  The tri-
angular shape in (a) is a r e s u l t
of the sextupole component
f rom the flat dipole plates.
( 0 8 - 1 0 - 0 8 9 6 - 1 9 11 p b 0 1 )

εx ≈ ˜ x vx



w h e re x is a transverse dimension and     is the rms of x.
The simulations show an initial transverse heating of the
beam on the order of 50% as the beam “matches” itself
f rom the straight insertion line to the bent re c i rculator lat-
tice.  This heating is due to radial separation of particles
with differing axial velocities in the bends, which leads to
nonlinearities in the space-charge forces that thermalize to
p roduce an increase in temperature.  The observed gro w t h
a g rees well with theoretical analysis.1 8 After the initial
heating, little further degradation in beam quality is seen
over the 15 laps.  The overall degradation is acceptable.

Near the end of the simulation, the emittance begins to
rise due to the appearance of an instability that pre s e n t s
itself as a sinusoidal variation of the beam axial velocity
along the beam.  The variation begins to grow from the
noise during laps 11 and 12 and becomes significant
enough to affect the emittance during lap 15.  The wave-
length of the variation is on the order of the pipe radius.
N u m e rous simulations seem to indicate that the instabil-
ity is not numerical in origin; the wavelength and gro w t h
rate varied little with a wide range of numerical parame-
ters, including timestep size and grid size. The instability
re q u i res all of the following: high space charge, bending,
acceleration, and a uniform focusing force.  The uniform
focusing force results from the electric dipole plates.  It is
believed that the instability will not occur with magnetic
dipoles, which will be used in a driver; the simulations
made so far with magnetic dipoles have not shown the
i n s t a b i l i t y.  The authors await the experimental re s u l t s
f rom the re c i rculator to see whether or not the instability
indeed does occur as pre d i c t e d .

Straight and Bending Experiment

As a precursor to the full re c i rculator experiment just
described, the beam is being examined in a straight lattice
and in a lattice with an 18° bend (using WARP3d). The
straight experiment is being conducted to fully charac-
terize the beam.  The bent experiment will be the first
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˜ x 

FIGURE 7. The time history of
the normalized emittance and
the beam midpulse show an
acceptable increase.  The initial
oscillation and increase are due
to axial thermal spread and the
change from a straight to a bent
lattice. (08-10-0896-1912pb01)

FIGURE 8. Comparison of the beam envelope as calculated with
quadrupoles with hard-edged fields (gray) and with quadrupoles
with calculated field profiles (black).  The horizontal and vertical
envelopes (a,b) for each case are shown in the same colors.  The
envelope was matched to the quadrupoles with hard-edged fields;
this is seen in the nearly equal heights of the peaks in the gray curves.
The significant difference shows the importance of including the
correct quadrupole field profile. (08-10-0896-1913pb01)

detailed examination of a space-charge–dominated beam
in a bent, alternating-gradient lattice.

The straight experiment consists of a series of electric
q u a d rupoles and then magnetic quadrupoles.  The field
from the electric quadrupoles was calculated with
WARP3d using the electrode geometry, and the field
from the magnetic quadrupoles was calculated analyti-
cally.  The quadrupole component was extracted from
the fields and is used in the calculation of the envelope
of the beam.  Figure 8 shows a comparison of the



e n v elope solution with hard-edge quadrupoles and
with the calculated quadrupole data.  Of course, given
the detailed solution, it would be possible to construct
a better hard-edged model.

The “simultaneous perturbation stochastic appro x i m a-
t i o n ”1 9 optimization algorithm was implemented with the
analytic envelope solver to find a matched envelope.  The
algorithm varies the voltages on the electric quadru p o l e s
to find a matched beam in the first bent-lattice period. The
envelope solver is being used by the experimentalists for
the determination of the voltages for the experiment.

The bent beam experiment has been simulated with
WARP3d to predict the amount of emittance growth
from the bend correlated with the longitudinal thermal
spread.  Figure 9 shows the emittance growth for up to
a 45° bend with a straight lattice afterward. Figure 10

shows the diff e rence in the phase space before and after
18° using grayscales to show the relative longitudinal
velocities of the particles. The simulations show that
there should be an experimentally detectable amount
of emittance growth in an 18° bend, assuming a longi-
tudinal thermal spread of 0.05% of the axial velocity.

Sheet Beams
At the University of Wisconsin, WARP3d is being used

in the examination of sheet electron beams formed by
magnetic quadrupoles for use in high-power micro w a v e
s o u rc e s .2 0 , 2 1 The rapid axial variation of the beam
p rofiles limits the use of the paraxial model and makes
necessary the use of 3-D models.  The 3-D envelope code
TRACE-3D22 is used for rapid iteration to design the
system, but it does not model increases in emittance
due to beam quality degradation.  WARP3d simulations
are used as a check of the envelope code design, to val-
idate the envelope, and to examine the degradation of
beam quality.  An experiment is under construction
and comparisons with simulation will be made.

Conclusions and Future Work
WARP3d was developed to examine high-curre n t ,

s p a c e - c h a rge–dominated beams for heavy-ion fusion and
has proven its value in a broad range of applications, play-
ing a critical role in the design and analysis of a number of
experiments.  Many features and capabilities have been
implemented to allow inclusion of much of the re l e v a n t
physics and simulation of large-scale pro b l e m s .

Considerable further code development is planned, tak-
ing advantage of modern programming techniques such
as object-oriented programming, and making more use of
tools such as computer-aided design systems for geometry
input, mesh generators, and massively parallel pro c e s s i n g
machines. These developments are geared to allow quicker
and more complete analysis of ongoing experiments, lead-
ing to complete simulation of full-scale drivers.
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FI G U R E 9 . The WARP3d simulations show an emittance growth after
18° that should be experimentally detectable. ( 0 8 - 1 0 - 0 8 9 6 - 1 9 1 4 p b 0 1 )

FI G U R E 1 0 . In the phase space,
the transverse spreading of the
beam due to axial thermal spre a d
and a bend can be seen.  The
shading of the particles is pro p o r-
tional to axial velocity (lighter is
f a s t e r ) . ( 0 8 - 1 0 - 0 8 9 6 - 1 9 1 5 p b 0 1 )
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Introduction

The development of a fully nonlinear, time-dependent
h y d rodynamic and heat transport code has allowed us to
pursue several very interesting problems in laser beam
self-focusing and filamentation for which the plasma
density and flow velocities are strongly perturbed. Many
t reatments have used time-dependent linearized hydro-
dynamics in two and three dimensions (3-D) where the
plasma motion is limited to directions transverse to the
laser propagation dire c t i o n .1 , 2 A truly nonlinear tre a t m e n t
uses particle-in-cell codes.3 Other nonlinear tre a t m e n t s
have used a steady-state hydrodynamics response where
the electron density is determined by equating the elec-
t ron thermal and ponderomotive forces transverse to the
laser propagation dire c t i o n .4

These approaches ignore some important physical
processes. For example, time-dependent, nonlinear
hydrodynamics is needed to address steepening of
wave fronts, harmonic generation and decay instabili-
ties, all of which play an important role in saturation of
filamentation, stimulated Brillouin scattering (SBS),
and stimulated Raman scattering (SRS). Filamentation
has been studied using 1-D and 2-D nonlinear hydro-
dynamics codes in planar or cylindrical geometry.5 To
our knowledge, the code we now describe is the only
code with fully 3-D nonlinear hydrodynamics coupled
to light wave propagation.

The Hydrodynamics Equations
The hydrodynamic, heat transport equations in con-

servative form are the mass conservation equation

(1)

the momentum conservation equation for the jth com-
ponent of the momentum S

(2)

the ion energy conservation equation

(3)

and the electron energy conservation equation

(4)

In these equations, P is the ion pre s s u re, Pe is the electro n
p re s s u re, Q is the viscosity tensor (with jt h c o m p o-
n e n t Qj), v is the flow velocity, He is a source or sink,
and qe is the heat flow. The momentum is related to
the flow velocity by

(5)

and the electron and ion temperature are related to
the corresponding pre s s u res by a perfect gas equation
of state

(6)

(7)

with ρ = mini. The ionization state is constant and,
at present, quasi-neutrality is assumed, namely 
ne = Z ni. This last assumption will be relaxed in
the near future .

The last term in the momentum equation [Eq. (2)]
re p resents either a gravitation force, as used for
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∂
∂t

ρ + ∇⋅ vρ( ) = 0 ,

∂
∂t

Sj + ∇ ⋅ vSj( ) + ∇⋅ Q j +
∂

∂x j
P +

∂
∂x j

Pe + ρ
∂

∂x j
φ = 0 ,

3

2

∂
∂t

P + ∇⋅ vP( ) 
  

 
  + P∇ ⋅ v + Q : ∇v = 0 ,

3

2

∂
∂t

Pe + ∇ ⋅ vPe( ) 
  

 
  + Pe∇ ⋅ v = −∇ ⋅ qe + He .

S = ρv ,

Pe = ne Te

P = niTi



R a y l e i g h – Taylor instability calculations,6 or a pon-
d e romotive force, in which case

(8)

Here, v0 is the jitter velocity of the electron in the laser
field E0,

(9)

In Eq. (3), we neglect the ion heat flow and re a l
v i s c o s i t y, which are usually very small. The artificial
viscosity Q is used to handle shocks in the standard
way as will be described shortly.

In Eq. (4), He includes collisional heating (inverse
bremsstrahlung). For problems of interest to date, the
standard flux-limited heat flow

(10)

where

(11)

is ineffective in limiting the heat flow because the gradients
in Te a re small over the scales of interest to filamentation.
On the other hand, nonlocal transport7 can be quite
important. Unfortunately, a nonlinear, nonlocal 3-D tre a t-
ment of electron transport is a re s e a rch project in itself.
Thus, we have taken the approach of linearizing Eq. (4)
about a uniform Te 0 to obtain δTe = Te – Te 0, which is
c a lculated from nonlocal electron transport. The choice
for Te 0 has come either from experimental data or fro m
LASNEX simulations. In most cases of interest, this
a p p roximation has been satisfactory. It becomes question-
able when there are large excursions in density because
of the concomitant large excursions in electron–ion and
e l e c t ro n – e l e c t ron scattering mean-free-paths. Fortunately,
in most applications with such large excursions, self-
focusing is ponderomotively driven rather than thermally
driven. Electron–ion energy exchange terms have been
d ropped in Eqs. (3) and (4) because they are of intere s t
only for nanosecond time scales; in general, filamentation
time scales are much shorter.

For completeness, we include the equation for the
light wave propagation given by the modified parax-
ial equation

(12)

for the complex light-wave envelope amplitude E
oscillating at frequency ω0 and wave vector

(13)

Here, we define

(14)

(15)

the light wave group velocity

(16)

the inverse bremsstrahlung absorption rate ν and the
generalized diffraction operator8

(17)

which extends validity of the paraxial equation to
higher order in k⊥. The numerical solution of Eq. (12)
i s described by Berger et al.2

Numerical Solution of the
Hydrodynamical Equations

We followed the pro c e d u re outlined by Bowers and
Wi l s o n9 and implemented by Miller in 2-D for spherical
or cylindrical geometry.1 0 Our code, called NH3 if uncou-
pled to laser light, or F3D when coupled to laser light, is
3-D Cartesian to match the fast Fourier transform (FFT)
solution techniques used for the light equation solver.

The advection steps in the continuity and energy
equations [Eqs. (1) and (3)] are done similarly. The
equation is split into three 1-D equations, which are
solved successively,

(18)

(19)

(20)

where ρ(+0) and ρ(+1) denote the actual time-iterates,
and the other two quantities are intermediate results.
The advection is done by a 1-D scheme,

(21)
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(22)

(23)

where the subscripts denote spatial position, using Van
Leer‘s second-order upwind monotonic approximation
for    .9,11 The Van Leer method defines

(24)

(25)

(26)

(27)

(28)

(29)

(30)

This scheme guarantees a non-negative density.
P re s s u re changes due to mechanical work on a cell

and artificial viscosity are handled separately. As
with mass continuity, the energy equation is split
into three 1-D equations to be solved successively,
similar to Eqs. (17)–(20):

(31)

Transport is done by a 1-D scheme similar to the
mass equation:

(32)

(33)

(34)

where     is computed exactly the same way as    . The
P∇·v (PdV work) and artificial viscosity at t + ∆t are

done given the momentum equation solution, which is
at time level t +       .

Again, each component of momentum is advected
separately, e.g.,

(35)

Artificial viscosity, pressure gradients, and pondero-
motive force are each treated separately, and transport
is done by an advection scheme:

(36)

where

(37)

(38)

(39)

denotes the average mass-flux in the x- d i re c t i o n
over the cell, and                            are computed using a
slight modification of the Van Leer method defined in
Eqs. (24)–(30) [the slope ∆ ρ3 is excluded from Eq. (29)]:

(40)

After the transport step is complete, the change in
momentum from thermal pressure gradients

(41)

(42)

(43)
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and ponderomotive forces

(44)

(45)

(46)

is calculated, where     is the average over the cell.
The artificial viscosity is handled similarly and has

the form

(47)

where

(48)

and       is the average over the face

(49)

Note that we only keep the diagonal elements fro m
the artificial viscosity term in Eq. (2). Through numeri-
cal experimentation, we have determined that CQ = 1
is a reasonable choice, even in the presence of fairly
steep shocks.

We have also included a time-step controller to allow a
l a rger ∆t when possible, but to ensure that the Courant con-
dition is satisfied. In cases where plasma velocities grow an
o rder of magnitude or more from their initial size, the time
step is decreased so that the numerical scheme is stable.
When coupled to F3D, the time step is never incre a s e d
beyond the limit specified by the light pro p a g a t i o n .

We have tested this hydrodynamics scheme on sev-
eral diff e rent kinds of problems ranging from deflection
of a laser beam in a flowing plasma12 to plasma expan-
sion into a vacuum.13–14

Simulation of the Self-Focusing
of a High-Intensity Laser Beam

As an example of an interaction in which nonlinear
hydrodynamics is important, we show the results of

propagating a 1.06-µm laser beam with initial intensity
of 101 6 W / c m2 t h rough a CH plasma whose initial e l e c-
t ro n density and temperature are uniform with values
of ne = 0.1nc and Te = 1 keV and thus υ0/υe = 2. (These
conditions are similar to those reported by Young et al.1 5)
The laser electric field amplitude at z = 0 is taken to be

(50)

w h e re Lx = Ly = 40 µm, Lz = 100 µm, –Lx ≤ x ≤ Lx, –Ly ≤ y ≤ Ly,
and 0 ≤ z ≤ Lz. The amplitude E0(t) rises from 0 to a
constant peak value over 100 ps. The field is periodic
in the transverse directions, and outgoing at z = zmax.

In Fig. 1(a), isocontours of the laser intensity at 252 ps
are shown. The contours are 2.5, 4.5, 7.5 × 1016 W/cm2,
with the darkest contour being least intense. After
propagating about 50 µm, the laser intensity reaches a
s t rong focus with peak intensity I = 5 × 1 01 7 W / c m2,
after which it breaks apart into about four filaments.
The initial laser power at z = 0 is 100 times the critical
power for self-focusing.16 Pcrit = 9 × 108 W for these
conditions, so we might expect the number of filaments
N ≈P/Pc r i t = 100. The evolution to this highly filamented
state re q u i res simulation of a much longer plasma
because the distance to focus of a filament varies
inversely with power. The distance to the first focus in
steady state can be estimated from the steady-state
spatial growth rate κ as Lf = κ–1 ≅ 23 λ0 for this case.17

The steady-state focus actually is achieved at ~50 λ0.
Isocontours of the electron density associated with

this laser intensity distribution are shown in Fig. 1(b).
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FI G U R E 1 . (a) Energy intensity contours; (b) density contours. Darkest
contours are least intense (a) and least dense (b). ( 1 0 - 0 0 - 0 8 9 6 - 1 9 3 2 p b 0 1 )
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The density at the first focus, i.e. peak intensity, is
essentially zero: 5 × 1 0– 8 nc. The contours in Fig. 1(b) are
10–2 nc, 10–4nc, and 10–5nc, lightest to darkest.

This configuration appears to be near the final state
after a very dynamic epoch. The first focus of the laser
moves backward at high velocity from z = 100 µm at 
47 ps to z = 60 µm at 55 ps or a velocity of 5 × 108 cm/s.
E0(t) is still increasing during this period. The first
focus stays around 55 µm after 60 ps until the end of
the simulation at 252 ps.

A number of filamentation codes, including the
l i nearized hydrodynamic version of F3D, neglect the
plasma motion along the laser propagation direction
because the transverse scale length of the laser hot spot
or speckle is much smaller than the axial scale; the ratio
of lengths is 8f where f is the f-number of the focusing
optic. In this simulation the axial flow is important.
During the time the focus is moving from z = 100 µm
to z = 60 µm at supersonic velocity, it accelerates the
axial flow velocity of the fluid in front of best focus
f rom near 0 to about –3 × 1 08 cm/s. The pondero m o t i v e
force also accelerates plasma supersonically in the pos-
itive axial direction at speeds up to 3 × 108 cm/s and
transversely at velocities ~6 × 107 cm/s. At the sides of
the filaments, the plasma is compressed and heated.
The energy in the supersonically moving plasma, when
dissipated, results in local ion temperatures in excess
of 10 keV. The initial ion temperature was 500 eV.

Summary
As the self-focusing example of Fig. 1 illustrates, fil-

amentation of intense laser beams produces a very
nonlinear response in the plasma. The assumptions of
a linearized treatment quickly break down. The nonlin-
ear hydrocode described in this article has proven to be
very robust and extends our ability to model experi-
ments far beyond the limits of our earlier linear
h y d rodynamics treatment. Yet further improvements
to the physical description are contemplated. The peak
intensity achieved at best focus—5 × 1017 W/cm2 at λ0
= 1.06 µm—is weakly relativistic,              ≈ 0.5, and
suggests that relativistically correct expressions for the
ponderomotive force be used.18 The ions are acceler-
ated to such a high velocity, ~5 × 108 cm/s, that inter-
penetration19 rather than stagnation is anticipated at
the edges of the evacuated regions associated with fila-
ments. This happens because the ion–ion mean-free-
path is estimated in some cases to be larger than the
distance over which the flow decelerates. For similar
reasons, ion heat conduction should be included in
some cases. Inclusion of Poisson‘s equation might also
prove necessary to model the ion–wave dynamics cor-
rectly.20
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Introduction
H y d rodynamic instabilities are of critical importance

in inertial confinement fusion (ICF) since they place
fundamental limits on the design parameters required
for capsule ignition. In capsule implosions in the
National Ignition Facility (NIF), hydrodynamic insta-
bilities are expected to evolve into the weakly nonlinear
regime, so that nonlinear saturation of instability gro w t h
will control the amplitudes attained by perturbations
in the shell. For perturbations with the same wave
n u m b e r, growth in the linear regime is the same in
t w o and three dimensions. However, simulations of
the Rayleigh–Taylor (RT) instability on classical inter-
faces1–5—as well as on foils driven by laser light6,7 and
x rays8— p redict that symmetric three-dimensional (3-D)
perturbations should grow largest in the nonlinear
regime. An earlier potential flow model by Layzer9

showed that round 3-D bubbles achieve the largest rise
velocities. An increase in saturation amplitude with
symmetry of the mode shape was seen in an extension
of the potential flow model10 and also with third-order
perturbation theory.11 Nova experiments done with
planar foils driven by x rays exhibited this shape
dependence, in quantitative agreement with simulations
done with the HYDRA 3-D radiation hydrodynamics
code. The larger, nonlinear saturation amplitudes
attained by 3-D perturbations are a principal reason
that simulations of surfaces with realistic 3-D perturba-
tions are important to ICF research.

This article presents results from the first direct 3-D
simulations of the NIF point-design (PT) capsule, which
were performed with HYDRA. The effect of saturated
h y d rodynamic instability growth on NIF capsule
implosions had been modeled previously using
weakly nonlinear saturation analysis12 and 2-D multi-
mode simulations with LASNEX.1 3 – 1 5 D i rect 3-D
numerical simulations most accurately treat saturation

effects and multimode coupling for capsules with real-
istic surface perturbations in the presence of multiple
shocks, ablation, convergence, and finite shell thickness.

In this article, we begin by describing the HYDRA
radiation hydrodynamics code, which performed these
simulations. Descriptions of the NIF PT capsule and of
the scope of these simulations follow. Finally, we dis-
cuss results from a number of multimode simulations
of hydrodynamic instabilities.

HYDRA
HYDRA is a 3-D radiation hydrodynamics code based

upon a block structured mesh, which has Arbitrary
Lagrange Eulerian (ALE) capability. An operator split-
ting technique is used to treat each of the physical
p rocesses in HYDRA separately and to combine the
results. The Lagrangian phase solves the compressible
hydrodynamic equations using a monotonic form of
artificial viscosity,16 with predictor-corrector time step-
ping. A control volume technique is used to calculate
surface areas and volumes of the hexahedral elements.
This technique results in a consistent set of surfaces
and volumes on distorted meshes while conserving
momentum. The ALE capability allows the mesh to be
remapped according to a specified grid motion algo-
rithm, using Van Leer advection in these simulations.17

Material interfaces are maintained with an Eulerian
interface tracker, which is based upon the volume
f r a ction method,18 generalized to run on arbitrary hex-
ahedrons. “Mixed” zones, which contain one or more
material interfaces, are subdivided into separate com-
ponents for each material. 

Radiation transport is treated in a multigroup diffu-
sion routine using tabular opacities. A thermonuclear
burn package was installed that treats fusion reactions,
including the production and depletion of isotope con-
centrations, with reaction cross sections obtained from
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the Thermonuclear Data File (TDF) library.19 Energetic
charged particles are transported using an efficient
multigroup algorithm.20 It is an extension of diffusion,
which retains the straight-line motion of particles
undergoing collisions with electrons. Charged particles
deposit momentum and energy into the fluid as they
slow down, with the energy deposition divided among
separate electron and ion channels. The user can specify
independently the isotopes for which concentrations are
to be followed and the energetic particle species which
are to be transported. Since ICF capsules are thin to
neutrons, an accurate treatment of neutron energy
deposition is obtained with a model based upon an
analytic solution to the neutron transport equations in
the free-streaming limit. In the calculations presented
here, the neutrons that interact with the capsule locally
deposit the energy exchanged. Electron and ion conduc-
t i o n a re treated, as well as electron–ion energy exchange,
using coefficients from the model of Lee and More .2 1

By coupling several adjacent zones together, the user
obtains greater freedom in zoning without the additional
computational overhead and increased memory re q u i re-
m e n t s associated with an unstructured mesh. Coupling
the zones is essential to avoid the small Courant time
step limits that would occur, for example, in narrow
zones near the center or the pole of a mesh used in a 3-D
capsule implosion simulation. This capability can be
a p p l i e d in the presence of mixed zones. 

Several forms of the equations of state (EOS) are avail-
able, including the EOS4 tabular database and the inline
quotidian EOS (QEOS). HYDRA runs on workstations and
on vector supercomputers, and currently runs in parallel
on the shared memory Cray J-90 SMP using multitasking.

Besides the planar foil simulations mentioned earlier,5

HYDRA has been applied extensively to model Nova
capsule implosions.2 2

Point Design (PT) Capsule
The baseline capsule for the NIF, called the PT for

“point design,” has a 160-µm-thick polystyrene ablator
doped with bromine (Fig. 1). The ablator encloses an
80-µm-thick layer of cryogenic DT ice. DT gas in equi-
librium with the ice fills the capsule center at a density
of 0.3 mg/cm3. The capsule is mounted in a gold
c y l i ndrical hohlraum 9.5 to 10.0 mm long by 5.5 mm
i n diameter.

The laser pulse is staged in order to implode the
capsule on a low-entropy adiabat (Fig. 2). This pulse
delivers 1.35 MJ of laser light, 150 kJ of which is absorbed
by the capsule. This 1.35-MJ pulse, which is somewhat
less than NIF’s maximum (1.8 MJ), was chosen to leave
an extra margin for errors in modeling. The light comes
into each laser entrance hole in two cones. The relative
power in these cones is dynamically varied to minimize
the time-varying pole-to-waist asymmetry, which is
described as a P2 Legendre polynomial. Since the NIF

has 192 beams clustered in groups of four, there are
e ffectively eight spots in each of the inner cones and
1 6 in the outer cones. In the absence of significant point-
i n g and power balance errors, the intrinsic azimuthal
variation in the hohlraum flux is small. With the stan-
dard cylindrical hohlraum, the drive asymmetries are
designed to be nearly 2-D. The capsule surface rough-
ness should be the primary source of 3-D asymmetries
in the implosion.

The capsule-only simulations presented here model
the hydrodynamic instabilities seeded by surface
roughness. The average hohlraum flux obtained from
an integrated LASNEX simulation3 is imposed on the
capsule. Hydrodynamic instabilities are simulated over
a portion of the capsule solid angle, which extends equal
amounts in the polar and azimuthal angles (∆θ, ∆φ),
with one of the boundaries coincident with the capsule
equator. Multimode perturbations imposed are of the 

form                                                                    where amn
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FIGURE 1. Schematic of the “point design” PT capsule shell.
(50-05-0896-2031pb01)

FIGURE 2. Laser power vs time to drive the PT target (gray curve,
left scale), and temperature vs time optimal for the PT capsule (solid
curve, right scale). (50-05-0896-2032pb01)
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is the mode coefficient. Symmetry conditions exist at
the transverse boundaries. These modes are the 3-D
analog to the modes used in 2-D axisymmetric simula-
tions performed over a portion of a quadrant. 

Perturbations initialized on the outer ablator surface
are based on traces from Nova capsules, while those
on the inner DT surface are based on measurements of
cryogenic ice. The data are Fourier analyzed to obtain
a 1-D power spectrum. This spectrum may be shifted
in mode number when applying the information to the
PT capsule, which has a larger radius. The 1-D spectru m
is converted to an estimated 3-D power spectru m2 3 a n d

the power is distributed isotropically among the 3-D
modes with equivalent wave number. Equivalent mode
amplitudes from the spectra used in the simulations
are shown in Fig. 3 as a function of the l mode number.
Random phase factors are assigned to amn so that the
topology of the surface does not have unusually large
peaks and valleys due to excessive phase coherence.

Multimode Simulation Results
We consider first a capsule with perturbation ampli-

tudes, in the range of modes l = 10–1000, equal to 24 nm
rms on the outer surface and 1 µm rms on the inner
cryogenic DT surface. A domain extending 18˚ in each
angle is used to simulate modes in the range l = 10–40.
The grid used here measured 32 × 32 × 169 zones in the
polar, azimuthal, and radial directions respectively, so
that there are at least 16 transverse zones per wave-
length for the least well resolved modes. As the laser
pulse rises to peak power, it generates four staged
shocks that compress the capsule shell, reducing the
shell thickness to 20 µm early in the implosion phase.
The grid motion algorithm employed follows this large
change in shell aspect ratio and ensures that perturba-
tion growth in the shell is resolved by zones with a fine
spacing of 0.75 µm in the radial direction.

Perturbations that grow on the simulated ablator
are seeded by initial ablator surface roughness and by
the perturbed rarefaction wave that returns from the
inner ice surface after the first inward-going shock
arrives. During the implosion phase, the shell areal
density                                       strongly resembles the
initial outer surface perturbation, indicating that modes
g rowing in the ablator are seeded predominantly by abla-
tor surface perturbations. Valleys initially on the ablator
surface develop into bubbles on the ablator, surro u n d e d
by interconnecting spike sheets and larger individual
spikes, as shown by the iso-density contour plot Fig. 4(a).

Figure 4(b) shows bubble and spike ridge structures
that are growing on the pusher–hot spot interface after
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FIGURE 3. Surface perturbation spectra used in simulations of NIF
PT capsules. The black curve is the early spectrum for the ablator
surface obtained from measurements of a Nova capsule. The light
gray curve is the spectrum from a more recent measurement of an
optimized Nova capsule. The dark gray curve shows the spectrum of
the ice surface. (50-05-0996-2212pb01)

A(θ, φ) = ρ(r ,θ, φ) dr∫

FI G U R E 4 . Two perspectives
o f the iso-density contours of
6 0 g/cm3 at 17.0 ns from a PT
capsule simulation having 
24-nm– and 1-µm–rms pertur-
bations initially on the outer
ablator and inner ice surfaces,
respectively. Multimode pertur-
bations with l = 10–40 were
i n itialized. (a) View of region just
inside of the DT–ablator interface.
(b) View of pusher–hot spot
interface. (50-05-0896-2033pb01)



the rebounding shock has reached it. The locations of
these bubbles correspond to the locations of equivalent
s t ru c t u res in the ablator, which have fed through the shell.
The resemblance to the imposed surface perturbation
is characteristic of weakly nonlinear behavior. Some
d e g ree of roll-up is apparent, due to a Kelvin Helmholtz
instability,7,9,10 but it is much less than was observed
on the classical fuel–pusher interface in Nova capsule
simulations.20,22 The structure of these perturb a t i o n s
has much power in modes l 40. These gro w i n g struc-
tures remain visible until the capsule reaches peak
compression and the hot spot achieves ignition condi-
tions, with a column density of ρr ~ 0.3 g/cm3 and ion
temperature of ~10 keV. As the capsule reaches peak
compression and begins to ignite, the inner surface
structure evolves toward lower mode numbers charac-
terized by l = 10–15. This behavior appears to be stro n g l y
influenced by ablation driven by conduction from the hot
spot and the effect of convergence, rather than by mode
coupling, as was seen in planar geometry.7 , 2 4 – 2 7 S i n c e
the shell has a peak convergence ratio of 37, there is a
large decrease in the wavelength associated with a par-
ticular mode number during the implosion. At ignition
the deposition of alpha particles is mostly responsible for
“bootstrapping” the central temperature to over 60 keV.
This burn propagates into the fuel layer, which has a
peak density of > 1000 g/cm3 at this time. Simulations
are carried into the expansion phase for as long as the
capsule continues to burn at a significant rate.

Figure 5 shows yields from simulations of several
PT capsules that have different multimode surface per-
turbations with modes l = 10–40. The capsule with the
l a rgest perturbation amplitudes failed to ignite because,

at the time of stagnation, spikes had penetrated 10 µm
into the 30-µm-radius hot spot, and bubbles were
burning through the shell. Quench of ignition in the DT
capsule by 10-µm spikes is consistent with results
obtained with other modeling techniques.3 The loca-
tion of the yield cliff in Fig. 5 corresponds to a rough-
ness on the outer surface which is ~40% smaller than
that obtained with 2-D multimode simulations over
this range of modes.3,4 Higher nonlinear saturation
amplitudes and nonlinear growth rates occur for the
round, 3-D-bubble-spike features than for the 2-D bub-
ble ridges, and these are responsible for the smaller
allowable surface roughness. Differences in instability
growth are illustrated by comparing results from one
of these 3-D multimode simulations with an axisym-
metric 2-D HYDRA simulation that also has surface
perturbations consisting of modes l = 10–40. The initial
rms value for roughness on the capsule surfaces is iden-
tical for these 2-D and 3-D simulations. The rough-
nesses correspond to surfaces with overall
perturbations of 19.4 nm and 1.0 µm rms on the ablator
and ice surfaces respectively. These amplitudes were
chosen so that perturbations would evolve into the
weakly nonlinear regime. Figure 6 compares filled con-
tour plots of density on the domain boundaries at 17.0
ns for the 2-D and 3-D simulations with equivalent
surface roughnesses. The larger saturated amplitudes
attained by the 3-D perturbations are clearly apparent.
Since the larger 3-D ablator bubbles are close to pene-
trating the shell, the bubble tips accelerate,22 thereby
increasing the apparent difference between the growth
of 2-D and 3-D bubbles. 

The nonlinear growth of the 3-D multimode per-
turbations is affected by mode coupling and pertur-
bation shape effects. Broad bubbles and narro w
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FIGURE 5. Yields for several PT capsule simulations having multi-
mode perturbations with l = 10–40 at both the ablator and inner DT-
ice surfaces. Ice surface roughness was varied while the ablator
roughness was fixed at 24 nm. (50-05-0896-2034pb01)

FIGURE 6. Filled contour plots of density at 17.0 ns for two capsules
each having initial roughnesses equivalent to 19 nm rms and 1.0 µm
rms on the ablator and DT-ice surfaces, respectively. Contours are
shown along the planar boundaries of the domains simulated with the
radial direction extending upward. Both perturbations contain modes
with l = 10–40. Perturbation in (a) is 2-D axisymmetric while pertur-
bation in (b) is 3-D, shown along two orthogonal boundary planes.
The lightest color corresponds to peak density. (50-05-0896-2035pb01)



spike sheets begin to form early in the nonlinear
regime, and for a time it can be described by second-
o rder mode coupling theory.2 4 , 2 8 Nearby stru c t u re s
s t rongly influence the evolution of individual bub-
bles and spikes in the nonlinear phase. Pre v i o u s
attempts to estimate the effect of the higher 3-D sat-
uration amplitudes within direct 2-D axisymmetric
capsule simulations involved placing a single bubble
or spike on the pole. This treatment is limited
because it cannot re p roduce the complex multimode
coupling and interference effects that occur on a
realistic 3-D surface.

The simulations we have discussed so far contain
initial perturbations with modes l = 10–40. Modes 40
< l < 120, which are also RT unstable on the ablator,
a re much less capable of feeding through the shell
and producing spikes during deceleration. The
shorter length scales of their mode stru c t u res re d u c e
their ability to feed through. But the shorter- w a v e-
length modes can threaten the shell integrity during
implosion, when the shell is thinnest. We now con-
sider a simulation that includes modes spanning
both of these ranges. Perturbations with modes 
l = 15–120 were simulated on both the inner ice and
outer ablator surfaces on a 12˚ wedge. The grid mea-
s u red 64 × 64 × 169 zones in the polar, azimuthal,
and radial directions re s p e c t i v e l y. The outer surface
perturbation corresponded to the best surface finish
m e a s u red on a Nova capsule. Similar traces fro m
Russian capsule shells, which have larger radii than
Nova capsules, suggest that the long-wavelength
surface roughness will not scale strongly to our dis-
advantage as we go to larger capsules.2 9 F i g u re 7
shows contour plots of the initial perturbations sim-
ulated, which have amplitudes of 21 nm and 1.3 µm
peak-to-valley on the outer ablator and inner DT ice
surfaces, re s p e c t i v e l y.  

Late in the implosion phase, the structure of the
growing multimode perturbation has its peak ampli-
tude at the classical interface between the polystyrene
ablator and the DT fuel. Centered at this location, the
perturbation will penetrate the shell when the ampli-
tude is only a fraction of the shell thickness. The higher
modes, which grow fastest on the classical ablator–DT
interface, are of concern for the period before the peak
implosion velocity is reached. After the implosion
velocity peaks, convergence causes the capsule shell to
thicken and the classical interface becomes RT stable.
Although these perturbations continue to grow iner-
tially, the rapid thickening of the shell separates the
classical interface from the shell’s inner surface fast
enough that further growth of short wavelength
modes is unimportant. The longer wavelength modes
that feed through the shell, combined with perturba-
tions on the inner capsule surface, assume principal
importance once the rebounding shock begins to tra-
verse the shell. 

In the present simulation, the shell integrity was never
threatened. Figure 8 shows the iso-density contours at
17.1 ns, when the capsule is close to igniting. The con-
tour surface shown in Fig. 8(a) is located in the DT-fuel
region of the shell, somewhat inside the polystyre n e – D T
interface, while the contour surface in Fig. 8(b) corre-
sponds to the pusher–hot spot interface. The high modes
a p p a rent near the classical interface, typically near l = 90,
have not fed through appreciably to the inner interface,
which has features typically in the range l = 15–20. The
yield (15.5 MJ) approaches that for an unperturbed
capsule. Thus a PT capsule, with a surface finish equal
to the best measured on a Nova capsule, easily ignites
in the simulation. The margin of ignition in this simu-
lation implies that substantially larger perturbation
amplitudes can be tolerated on the outer surface, even
with high-l modes present. 
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FIGURE 7. Contour plots of
multimode perturbations ini-
tialized in simulation containing
modes l = 15–120. (a) Ablator
surface perturbation with peak-
to-valley amplitude 21 nm. 
(b) Inner ice surface perturbation
with peak-to-valley amplitude
1.3 µm. (50-05-0896-2036pb01)



Conclusions
We presented results from the first 3-D simulations

of the NIF PT capsule design. Realistic multimode per-
turbations seeded hydrodynamic instabilities that
evolved into the weakly nonlinear regime. These per-
turbations were characterized by broad round bubbles
surrounded by interconnecting spike sheets and larger
individual spikes. Simulations showed that modes
with l < 40 could threaten ignition by feeding through
the shell and developing into spikes when the shell
decelerates. Higher modes are much less capable of gen-
e r a t i n g spikes that quench ignition, but they can
threaten shell integrity during the implosion phase.
The simulations showed that the PT capsule can toler-
ate spikes with amplitudes up to 10 µm before ignition
is quenched. 

T h ree-dimensional multimode perturbations attained
larger nonlinear amplitudes than 2-D multimode per-
turbations having the same initial rms roughness. This
results in a constraint on the roughness of the ablator
surface that is ~40% smaller than was obtained from 2-D
multimode simulations over a similar range of modes.
Even when modes spanning the range l = 15–120 were
included, however, a PT capsule with surface finishes
equal to the best currently attainable easily ignited in
the simulation. Future simulations of the PT will quan-
tify the sensitivity of the capsule to surface ro u g h n e s s e s
contained in different ranges of modes.

Notes and References
1. G. Tryggvason and S. O. Unverdi, Phys. Fluids A 2 (5), 656–659

(1990).
2. T. Yabe, H. Hoshino, and T. Tsuchiya, Phys. Rev. A 44 (4),

2756–2758 (1991).
3. J. Hecht, D. Ofer, U. Alon, D. Shvarts, S. A. Orszag, and 

R. L. McCrory, Laser Part. Beams 13 (3), 423–440 (1995); 
D. Ofer, J. Hecht, D. Shvarts, Z. Zinamon, S. A. Orszag, and 
R. L. McCrory, Proceedings of the 4th International Workshop on the
Physics of Compressible Turbulent Mixing, edited by P. F. Linden,
D. L. Youngs, and S. B. Dalziel (Cambridge University Press,
Cambridge, 1993), pp. 119–128.

4. H. Sakagami and K. Nishihara, Phys. Rev. Lett. 65 (4), 432–435
(1990).

5. R. P. J. Town and A. R. Bell, Phys. Rev. Lett. 6 7 (14), 1863–1866
(1991).

6. J. P. Dahlburg, J. H. Gardner, G. D. Doolen, and S. W. Haan,
Phys. Fluids B 5 (2), 571–584 (1993).

7. J. P. Dahlburg, D. E. Fyfe, J. H. Gard n e r, S. W. Haan, S. E. Bodner,
and G. D. Doolen, Phys. Plasmas 2 (6) 2453–2459 (1995).

8. M. M. Marinak, B. A. Remington, S. V. Weber, R. E. Tipton, 
S. W. Haan, K. S. Budil, O. L. Landen, J. D. Kilkenny, and 
R. Wallace, Phys. Rev. Lett. 75 (20), 3677–3680 (1995).

9. D. Layzer, Astrophys. J. 122 (1), 1–12 (1955).
10. J. Hecht, U. Alon, D. Shvarts, Phys. Fluids 6 (12), 4019–30 (1994).
11. J. W. Jacobs and I Catton, J. Fluid Mech. 187, 329–352 (1988).
12. S. W. Haan, Phys. Rev. A 39 (11), 5812–5825 (1989).
13. G. B. Zimmerman and R. M. More, J. Quant. Spectrosc. Radiat.

Transfer 23 (5), 517–522 (1980); R. M. More, ibid. 27 (3), 345–357
(1982).

14. S. W. Haan, S. M. Pollaine, J. D. Lindl, J. J. Suter, et al., Phys.
Plasmas 2 (6), 2480–2487 (1995).

148

3-D SIMULATIONS OF NIF CAPSULE IMPLOSIONS WITH HYDRA

UCRL-LR-105821-96-4

FIGURE 8. Iso-density contour
surfaces near ignition time for a
PT capsule simulation containing
modes l = 15–120. (a) 130 g/cm3

surface just inside the DT–abla-
tor interface. (b) 650 g/cm3

s u r f a c e at pusher–hot spot
interface. (50-05-0896-2037pb01)



15. W. J. Krauser, N. M. Hoffman, D. C. Wilson, B. H. Wilde, 
W. S. Varnum, D. B. Harris, F. J. Swenson, P. A. Bradley, 
S. W. Haan, S. M. Pollaine, A. S. Wan, J. C. Moreno, and 
P. A. Amendt, Phys. Plasmas 3 (5), 2084–2093 (1996).

16. D. J. Benson, Comp. Methods Appl. Mech. Eng. 9 3, 39–95 (1991).
17. B. Van Leer, J. Comput. Phys. 23 (3), 276–299 (1977).
18. D. L. Youngs, in Numerical Methods for Fluid Dynamics, edited by

K. W. Morton and M. J. Baines (Academic Press, New York, 1982)
pp. 273–285.

19. R. M. White, D. A. Resler, and S. I. Warshaw, in Proceedings of
the International Conference on Nuclear Data for Science and
Technology, 13–17 May 1991, Jülich, edited by S. M. Qaim
(Springer–Verlag, Berlin, 1992) p. 834.

20. G. Zimmerman, private communication.
21. Y. T. Lee and R. M. More, Phys. Fluids 2 7 (5), 1273–1286 (1984).
22. M. M. Marinak, R. E. Tipton, O. L. Landen, T. J. Murphy, 

P. Amendt, S. W. Haan, S. P. Hatchett, C. J. Keane, R. McEachern,
and R. Wallace, Phys. Plasmas 3 (65), 2070–2076 (1996).

23. S. M. Pollaine, S. P. Hatchett, and S. H. Langer, ICF Quarterly
Report, 4 (3), 87–89, Lawrence Livermore National Laboratory,
Livermore, CA, UCRL LR105821-94-3 (1994). 

24. M. M. Marinak, R. E. Tipton, B. A. Remington, S. W. Haan, 
S. V. Weber, ICF Quarterly Report, 5 (3), 168–178, Lawrence
Livermore National Laboratory, Livermore, CA, UCRL
LR105821-95-3 (1995).

25. D. H. Sharp, Physica D 12 (1–3), 3–18 (1984).
26. U. Alon, D. Shvarts, and D. Mukamel, Phys. Rev. E 48 (2),

1008–1014 (1993); Phys. Rev. Lett. 7 2 (18), 2867–2870 (1994).
27. D. Shvarts, U. Alon, D. Ofer, R. L. McCrory, and C. P. Verdon,

Phys. Plasmas 2 (6), 2465–2472 (1995).
28. S. W. Haan, Phys. Fluids B 3 (8), 2349–2355 (1991).
29. R. Cook, private communication.

149

3-D SIMULATIONS OF NIF CAPSULE IMPLOSIONS WITH HYDRA

UCRL-LR-105821-96-4



150 UCRL-LR-105821-96-4

Introduction
The LASNEX computer code was developed to

study inertial confinement fusion (ICF), to design
ICF experiments, and to analyze the results. The
code has evolved over time and been gre a t l y
enhanced with improved physics and modern com-
puter science tools. LASNEX was first re f e r red to in
the literature in 19721 and first documented in 1975.2

This article presents an overview of the code,
describing the physics models, the code stru c t u re ,
the methods used to solve the equations, and the
user interface, providing supplemental information
and updates to the previous review article published
in 1980.3 Although the general stru c t u re of the
physics in the code is very much the same, many
i m p rovements have been added since 1980. For
instance, the user interface has been gre a t l y
enhanced by the addition of the Basis code develop-
ment system.4 In addition, the code has been
i m p roved in response to requests, suggestions, and
feedback from its users, who often challenge its
capabilities to a far greater degree than the code
developers do. The success of LASNEX as an impor-
tant scientific tool is due to the team effort of the
code developers and its users.

LASNEX models in two dimensions by assuming
axial symmetry. It re p resents the spatial variation of its
many physical quantities, such as temperature, density or
p re s s u re, on a two-dimensional (2-D), axially symmetric
mesh composed of arbitrarily shaped quadrilaterals.
LASNEX evolves the hydrodynamics and follows the
electron, ion, and radiation heat conduction, and the
coupling among these energy fields. There are many
possible sources and boundary conditions that can be
imposed on a LASNEX simulation, which can vary
both in time and space. The possible sources include
fully three-dimensional (3-D) lasers or ion beams

using a ray tracing algorithm, temperature sourc e s ,
f requency-dependent radiation sources, velocity
sources, external electric circuits, and pressure sources.
Thermonuclear reactions can be modeled by LASNEX,
including the energy produced as well as the reaction
products and their transport through the problem. We
have several diff e rent atomic physics packages available
which supply the coupling and transport coefficients and
self-consistent thermodynamic quantities. LASNEX com-
bines all these physical processes and evolves the system
f o r w a rd in time, rather than just solving for an equilib-
rium or steady-state configuration. This complexity and
the large number of physical processes modeled pre s e n t
a challenge to us (as we try to describe the code) and to
those using the code and interpreting the results. A
computer simulation of an experiment calculates all
the independent physical quantities at each time step
to enable the system to evolve forward. Any quantity
can be “measured” or monitored. Huge amounts of data
a re often the problem for computational p h y s i c i s t s ,
rather than a lack of data (which can be a pro b l e m
for experimentalists).

With LASNEX, a “typical” problem does not
exist—its calculations can take many different forms.
Because of this, in this paper we describe the code by
presenting all its different parts and how they fit
together, organized around the “circles and arrows”
diagram shown in Fig. 1. Following the descriptions of
the physics packages, we outline the computer science
enhancements that have been added to incre a s e
LASNEX’s power, versatility, and convenience. Finally,
we present several LASNEX calculations that accu-
rately model laboratory experiments. U l t i m a t e l y, it is
the agreement between the code calculation and
experimental data that validates the code and gives
us confidence that LASNEX can be used to pre d i c t
and design future experiments (the National
Ignition Facility, for example).

LASNEX—A 2-D PHYSICS CODE FOR MODELING ICF
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Circles and Arrows Diagram
Figure 1 is a “circles and arrows” diagram that

represents the LASNEX computer code: circles re p re-
sent the fields in which energy re s i d e s and arrows
represent the interactions among the various fields.
There is also a circle labeled atomic physics that is con-
nected to the arrows. This process supplies the physical
data necessary for many of the other packages. 

LASNEX solves a large set of coupled, nonlinear,
partial differential equations that determine the t e m-
poral evolution of the many spatially dependent
q u a n t i t i e s as they are influenced by different physical
processes. The solution of the equations for the differ-
ent physical processes is “split,” so that the code
evolves one process after another forward in time by
one timestep until they have all been done, feeding the
results from one into the next. For each package, a
maximum allowable or reasonable timestep is calcu-
lated for the next cycle. When all the processes have
been solved for one step, the next step is taken using a
value for the timestep that is the smallest of all the pos-
sible time steps. 

One of the basic design philosophies of LASNEX is
to allow the different physics packages to be turned on
or off by the users based on their particular applica-
tion. The actual processes that are used in any calcula-
tion are determined by the user, usually when the

calculation is initialized. Also, in a circle there can be
several models for a given physical process. Once
again, the physicists will choose which models to use
based upon the problem parameters and the computer
resources available. This choice of models can also
affect the interactions among the different parts of the
calculation represented by the arrows. The ability to
choose at execute time between alternative modules
for the same physical process has allowed us to
develop and debug new physics packages while simul-
taneously maintaining a stable code for production
use. Redundant physics models also allow a user to
validate the correctness of each model and to trade
computer time and problem size for accuracy, accord-
ing to the needs of the particular situation. 

Hydrodynamics

The spatial variation of the physical quantities are
described on a 2-D, axially symmetric mesh composed
of arbitrarily shaped quadrilaterals. Typically, the
hydrodynamics is Lagrangian5 in which the mesh
moves along with the material. LASNEX uses a stag-
gered grid hydro algorithm adapted from the HEMP
code of Wilkins.6 On a regular mesh, it is second-order
accurate in time and space. Several artificial viscosities
are provided to treat shock waves of arbitrary strength,
one of which approximates the dissipation given by a

FIGURE 1. A schematic
overview of LASNEX. The cir-
cles represent the fields in which
energy resides; the arrows repre-
sent interactions among the dif-
ferent fields.
(02-08-1292-3795pb02)
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Riemann solution of the flow. There are also velocity fil-
ters used to damp spurious mesh oscillations, including
a n t i - h o u rglass filters and artificial shear viscosities.

A material strength capability is available that g e n-
eralizes the scalar pre s s u re to a stress tensor appro p r i a t e
for isotropic materials. It includes elastic and plastic
flow regimes and a Von Mises yield criterion for the
transition to plastic flow. There are provisions for user
specification of the elastic constants and yield stress
limits to allow very general constitutive models. There
is a history-dependent fracture model that includes
both compression and tensile failure modes, based on
computing a strain damage integral from the plastic
flow and using this damage to lower the yield strength
in a prescribed way. The model allows effects such as
spallation of brittle material to be treated. Its parame-
ters are designed for great flexibility in tre a t i n g
material failure .

The hydrodynamics calculation usually takes a
small fraction of the computer time required for a com-
plete physics cycle, and often the Courant timestep ( s e t
by the re q u i rement that a signal can travel only one
zone width in one timestep) can be much smaller
than all the other timesteps. In this case, LASNEX
can “subcycle” the hydrodynamics, taking many

h y d rodynamics cycles per major physics cycle to
speed up the calculation. 

When the LASNEX hydrodynamics method leads
to severe mesh distortions or suboptimal resolution of
the important physics, the user can request that the
mesh be moved. There are two rezoners used in
LASNEX—one for rezones at discrete times and
another which operates continuously. The discrete
time rezoner takes explicit user input to generate the
new mesh coordinates. D i s c rete rezoning can be done
interactively with graphical feedback or can be p re p ro-
grammed using Basis4 i n t e r p reted user-defined functions
to determine when and how to rezone the problem. (See
the “User Interface” section for an example.) The contin-
uous rezoner accepts user commands to define the
desired mesh configuration and tries to satisfy these
requirements through a relaxation process (one of
which tends toward a mesh of equipotential lines).
Rezoning every timestep can be equivalent to per-
forming Eulerian or Arbitrary Lagrange Eulerian
( A L E )7 h y d rodynamics. It re q u i res that the re m a p-
ping of all variables to the new mesh be done with
high accuracy.

Both of the rezoners use a Van Leer slope limiting
method in which spatial quantities are represented as

FIGURE 2. This mesh models a
small, dense impurity in an
otherwise homogeneous, lower
density region. It is composed
of two simply connected parts
that are joined by slide lines.
The slide lines allow part of the
mesh to be much more finely
resolved than the rest of the
problem. Without slide lines, the
fine zones would have extended
all the way in both dire c t i o n s ,
i n c reasing the problem size by
over 50% and creating many
small low-density zones with a
much more restrictive Courant
condition.     (40-00-1196-2729pb01)
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linear functions within each zone. This allows for sec-
ond-order remap accuracy in smooth regions, while
not generating extraneous maxima/minima at discon-
tinuities. This is adequate for most quantities, but the
material composition suffers some numerical diff u-
sion. The addition of a material interface tracking
a l g orithm would substantially reduce these errors.

The discrete rezoner allows an arbitrary overlap
between the old and new mesh, but the continuous
rezoner demands local overlap of the two meshes. The
locality assumption permits an accurate momentum
remap that also conserves kinetic energy,8 while the
more general case is treated by a less accurate interpo-
lation method.

Ordinarily, the LASNEX mesh has a simple logical
structure in which each interior quadrilateral zone has
four nearest neighbors, a relationship that remains
constant throughout the calculation. Optionally, one
can specify slide lines,9 logical line segments along
which zones on one side are free to slide relative to the
other side. This allows simulations with discontinu-
ous velocities and also provides a means of zoning
complicated initial geometries, such as shine shields
or connecting regions of differing resolution. Figure 2
shows a LASNEX mesh with slide lines to connect
regions of differing resolution. Every physics model
that involves neighbor zones (hydrodynamics, diff u s i o n ,
transport, laser ray trace, etc.) has had to be modified
to include the special (time-dependent) slide line
connectivities. These slide line modifications which
connect logically disjoint zones have also been used to
establish the periodic boundary conditions needed for
multimode z-pinch calculations.

Electrons

To model the electrons, the user can choose thermal
conduction, multigroup diffusion, o n e - d i m e n s i o n a l
(1-D) or 2-D nonlocal conduction, 1-D Bhatnagar,
Gross, Krook (BGK) conduction, or a hybrid electron
transport (HET) model that is currently under devel-
opment. All the 1-D models allow either planar or
spherical configurations.

Thermal electrons are assumed to be in a
Maxwellian distribution. The electron thermal energy is
transported using tensorial plasma conductivities in a
magnetic field modified by applying a flux limiter
(described later). The electrical conductivities in LASNEX
go beyond the low-density, high-temperature formulae
of Spitzer/Braginskii10 by including dense plasma
effects.11 They include the effects of electron degener-
acy, Debye–Hückel screening, ion–ion coupling, and
electron-neutral scattering (see refs. in Ref. 11). The
treatment is based on a relaxation time (Krook12)
model of the Boltzmann equation ignoring e–e colli-
sions. LASNEX approximately includes e–e collisional
effects by making Braginskii’s correction to the

Lee/More coefficients. The cross sections used are ana-
lytic fits of a Coulomb cross-section form to numerical
partial-wave expansions, with cut-off parameters to
avoid unphysical answers. The effects of ion corre l a-
tions in the liquid/solid regimes are treated by a
m o d i f i e d Bloch–Grüneisen13 formula. Finally, the vari-
ous magnetic coefficients (which do satisfy the
Onsager symmetry relations) are fits to the numerical
integrals in the weak-field case and tabulated for the
intermediate and strong-field case. Overall, the con-
ductivities are believed accurate to a factor of 2 over
a very wide range of densities (to 100× solid) and
t e m p e r a t u res (eVs to 100 keV) and expressed in a
computationally simple form.

Thermal electron conduction involves the solution
of the diffusion equation on the arbitrary quadrilateral
mesh. Since the mesh lines are not necessarily orthogo-
nal, this requires a nine-point diffusion operator. The
resulting matrix is solved by the Incomplete
Cholesky–Conjugate Gradient (ICCG) method.14 Both
a finite difference and a finite element scheme are
available to calculate the electron conduction. Finite
difference schemes15 are employed throughout the
code to diffuse the zonal quantities, which are the basic
unknowns. The finite element method16 gives better
solutions on nonorthogonal meshes. However, the
finite element energy densities are point centered and
must be integrated into the LASNEX architecture of
zonally averaged quantities.

The diffusion equation is derived in the limit of
near isotropy. Thus the mean free path should be con-
siderably shorter than the characteristic length scale of
the problem. Nevertheless, the diffusion equation can
give meaningful results in other regimes if modified to
insure that physical expectations will not be violated.
The flux of energy should be bounded by the limit of
all the energy flowing in one direction at the average
velocity of the Maxwellian distribution. This is
re f e r red to as “flux limiting” and is achieved by
modifying the diffusion coefficient so that when the
gradients are very large the energy flux will be
bounded by this criterion.

The thermal electron energy is coupled with the
other fields in LASNEX as indicated by the arrows in
Fig. 1. The energy of the electrons is shared with the
ions through Coulomb collisions.17 The electrons affect
the material hydrodynamic motion by contributing to
the plasma pressure.

Nonthermal, actually suprathermal, electron distri-
butions can also be treated in LASNEX. This method
was developed to study the hot electrons that are
found in ICF applications.18 In the code hot electrons
are created by either a laser source or an ad hoc source
defined by the user. They are transported and thermal-
ized by a multigroup, flux limited diffusion method
that is relativistically correct and allows for arbitrary
isotropic distributions.19 When suprathermal electrons
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a re being modeled, the thermal electrons are also
p resent. Suprathermal electron transport is iterated,
along with the determination of a self-consistent
e l e c t rostatic potential, in a way that assures zero net
c u r rent. Suprathermal electrons lose energy to the
thermal electrons by Coulomb collisions, including the
effect of the degree of ionization20 and by doing Ohmic
work through the electric field. The suprathermal
e l e c t ron bins can have arbitrary bin stru c t u re .2 1

Suprathermal electron bremsstrahlung is modeled by a
parametrized fit to the bremsstrahlung spectrum,22

which accounts for partial ionization. The suprathermal
e l e c t rons produce frequency-dependent bremsstrahlung
photons that are transported in LASNEX’s radiation
package. The suprathermals also contribute to the
plasma pressure.

The nonlocal electron conduction package in
L A S N E X solves the electron conduction equation with
a nonlocal heat flux that vanishes at the boundaries.
This nonlocal package models the features of fully
kinetic Fokker–Planck calculations. These features are
a reduced heat flux in the hotter region of the heat
front, a preheat foot, and nonisothermal, low-density
corona.23 The nonlocal electron transport option is
available in both one and two dimensions. The 1-D
model solves finite difference equations. (For all 1-D
models, LASNEX allows either spherical or planar
configurations.) The 2-D nonlocal conduction uses the
finite element machinery. 

Often in laser-produced plasmas, the range of the
hot electrons is much larger than the temperature or
density scale lengths, which give rise to free streaming
and nonlinearities in the heat conduction. The 1-D
B G K2 4 e l e c t ron thermal conduction model accounts
for free streaming effects in steep temperature gradi-
ents by evaluating the electron distribution within
the plasma via the BGK approximation to the
Fokker–Planck equation. The resulting distribution is
then used to evaluate the heat flux in the plasma.25 A
distribution function approach was developed because
other models were unable to account reliably for the
nonlocal electron heat transport.26 The BGK approxi-
mation is used to improve the speed of the algorithm
over a direct solve of the Fokker–Planck equation.
Nevertheless, iteration of the algorithm is necessary to
calculate the electric field, insuring charge neutrality
and particle and energy conservation, neither of which
is explicitly guaranteed by a blind application of the
BGK approximation.

A package for hybrid electron transport (HET) is
being developed to incorporate 2-D electromagnetic
effects into electron transport. The model draws heav-
ily on the ideas of Rodney Mason, associated with 2-D
implicit plasma simulations.27 The algorithm is
designed to incorporate particle and/or fluid elec-
t rons—the particles would re p resent hot electro n s
generated by plasma processes, and the fluid electrons

would represent the background thermal electrons.
C u r re n t l y, only the field solver and the thermal elec-
t ron parts of the package are implemented. The
package accounts for electron transport via a general-
ized Ohm’s law28 which includes all of the Braginskii
coefficients,29 including the Hall and Nernst terms. For
heat transport, the package also includes all of the
Braginskii coefficients, including the Righi–Leduc
term. Because the electric field is also important in
transport, a field solver for Maxwell’s equations,
including the displacement current, was written that
goes beyond the MHD approximation used in the pre-
sent magnetic field package in LASNEX.30 The MHD
approximation assumes charge neutrality in the
plasma which results in the displacement current
being ignored. The HET package does not ignore the
displacement current and there f o re is not charg e
n e u t r a l . HET also does not ignore ∂j/∂t. The fields are
re p resented by continuous finite elements; the electric
c u r rent is re p resented by discontinuous finite elements.
The effects on transport using this model are already
dramatic. In some situations the spontaneously gen-
erated magnetic field magnetizes the electrons with
the result that thermal transport is inhibited.
I m p roved results for laser-heated foil experiments
have been noted.3 1

Ions

Thermal ions are assumed to be in a Maxwellian
distribution. Flux limited diffusion methods are used
to mix spatially different types of ions and to transport
the ion thermal energy. Ion conduction uses the same
ICCG method to solve the diffusion matrix as the
e l e c t ron conduction package. Real ion viscosity
(momentum diffusion) is optionally included in the
h y d rodynamics equations, although it is typically
small by comparison with the usual artificial viscosity. 

The ions affect the material hydrodynamic motion
by contributing to the pressure. Hydrodynamic work,
including that done by the artificial viscosity, and the
thermonuclear reactions heat the ions. The heat
exchange with the electrons limits the ion temperature.
The ion temperature is important for three practical
reasons: (1) the thermonuclear fusion reaction rate is
very sensitive to Ti; (2) Ti controls the Coulomb loga-
rithm used to calculate laser absorption by inverse
bremsstrahlung and electron thermal and electrical
conduction; and (3) Ti determines the Doppler contri-
butions to the width of spectral lines, which can be
important for x-ray laser designs.

Radiation

Radiative energy flow is one of the principal
means of coupling laser energy into a target. Because
of its importance in ICF, LASNEX has several methods
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photon frequency.39 LASNEX can do Compton energy
exchange by either the Boltzmann or Fokker–Planck
methods. The Fokker–Planck method is finite differ-
enced in a way that obtains exact steady-state results.40

Since x-ray mean free paths are often comparable to
the size of ICF targets, the diffusion approximation
is not appropiate and we must solve the transport
equation.

LASNEX has a 1-D (either spherical or slab) Pn
radiation transport package in which the photon angu-
lar distribution is expanded in spherical harmonics
where Pl is the coefficient of the lth Legendre polyno-
mial.41 The radiation transport equation is written as
an infinite set of coupled equations for the Pl’s. Rather
than terminating this infinite set at the lth moment by
zeroing out Pl + 1, Kershaw improved the results of the
Pn calculation by setting Pl + 1 to a value within its
bounds. Probability theory is used to calculate the
upper and lower bounds. The 1-D Pn package uses the
same relativistic Compton methods described earlier
to evolve the 0th (isotropic) moment. Other moments
only undergo Thompson scattering with no frequency
shift. The Pn package couples the photon energy to
matter using the “partial temperature scheme.”42 The
1-D Pn radiation transport has been useful both in
actual design calculations and in testing the accuracy
of various extensions to the diffusion theory.

Radiation transport in LASNEX is also modeled by
a 1-D discrete-ray method.43 It consists of solving the
finite difference equations for the radiation intensity
for a few selected directions. The total intensity at any
point in space is the sum over the intensities of each of
the discrete directions weighted in some consistent
way, for example, by the fraction of the solid angle that
each ray represents. We difference the radiation trans-
port equation using upstream, implicit differencing,
and we couple the radiation energy with matter by
iteration using the multifrequency gray approxima-
tion.44 A persistent problem with the Lund–Wilson
scheme has been the accuracy in the thermal wave
limit, when the zones are many mean free paths thick.
LASNEX also has a 1-D, discontinuous finite element
radiation transport package, bilinear in space and pho-
ton direction, which behaves correctly in the thermal
wave limit.45 The radiation transport equation has
upwinded, discontinuous elements; the electron tem-
perature equation has continuous elements. The result-
ing linear equations are solved by a modified splitting
of the intensity and temperature parts. There is an
optional Newton iteration for problems where the non-
linearity of the Planckian function is significant over a
single timestep. In this, the Compton scattering is
treated nonrelativistically, including scattering only in
angle (Thomson scattering).

All radiation transport models deposit momentum
when a photon is absorbed or scattered. In the Atomic
Physics section, we describe the derivation of the

for calculating radiation transport: single group flux
limited diffusion, multigroup flux limited diffusion
using either finite difference or finite element solution
scheme, 1-D spherical harmonic expansion of the
transport equation, 1-D discrete-ray transport, and
detailed radiation transport. 

Single group flux limited diffusion assumes that
the photons are in a Planck distribution characterized
by a local radiation temperature. This method uses
only Rosseland mean opacities and is valid if the sys-
tem is thick to radiation. 

M u l t i g roup flux limited radiation diffusion assumes
nearly isotropic photon distributions and allows for arbi-
trary frequency dependence. Frequency-dependent opac-
ity data is required. The diffusion algorithm to model
multigroup radiation diffusion can be treated by either
the finite difference approximation or the finite ele-
ment method,32 similar to the electron diffusion. The
ICCG linear system solver is employed in both
schemes. By default, the finite difference and finite ele-
ment models use an iterative scheme to couple the
radiation energy to the matter.33 A “partial tempera-
ture” coupling scheme which is often much faster (see
Ref. 42) is also available for use, but it can give large
swings of the intermediate values of the electron tem-
perature during a single timestep, decreasing accuracy.
Accuracy is controlled by reducing the timestep until
the swings in the partial temperature are acceptable.
H o w e v e r, this can result in very small timesteps. The re c-
ommended radiation electron coupling scheme is diff e r-
enced implicitly in time; in steady state, it will relax to
the correct answer in one step. This method, related to
a scheme of Axelrod and Dubois,34 may be thought of
as a form of alternating-direction implicit iteration, in
which one direction corresponds to photon e n e rgy and
the other to spatial location. In certain circumstances, par-
ticularly when the timestep is large and the rates associ-
ated with transport and radiation-matter coupling are
s i m i l a r, the convergence can be quite slow. We have a
c o n v e rgence-acceleration scheme for use in these
unusually stiff cases.3 5 Shestakov et al.3 6 d e s c r i b e
test problems in radiative transfer and compare
finite diff e rence and finite element solutions to the
radiation diffusion equations, illustrating the use of
analytic solutions to validate the results of computer
s i m u l a t i o n s .

Photon Compton scattering and its resulting energ y
exchange with electrons is also treated in LASNEX. To
model relativistic Compton scattering, we evaluate
the Compton scattering kernel by averaging the
Klein–Nishina cross section over a re l a t i v i s t i c
Maxwellian distribution.3 7 This scattering kernel is
then integrated over all directions to obtain the trans-
fer matrix used to solve the Boltzmann equation for
isotropic photon distributions.38 Finally, one can make
the Fokker–Planck approximation which assumes that
the photon frequency shift is small compared with the
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f requency-dependent radiative opacities used in the
photon transport packages. Basically, we include
bound-bound, bound-free, and free-free processes
in either local thermodynamic equilibrium (LTE) or
non-LTE. The frequency-dependent radiation intensity
that escapes from a LASNEX mesh is often a very
valuable problem diagnostic to compare with corre-
sponding experimental spectra.

Lasers, Ion Beams, and Other Sources

A LASNEX calculation can be driven by several dif-
f e rent types of sources and/or boundary conditions.
Some sources, such as temperature, pre s s u re, fre q u e n c y -
dependent radiation intensity, and velocity are imposed
a r b i t r a r i l y, while the beam deposition sources interact
with the plasma in a more complete and physically con-
sistent manner. Lasers and ion beams are calculated by
tracking a number of rays through the spatial mesh.
Power on the ray is decremented as deposition occurs.
The temporal and spatial variations of all the possible
s o u rces can be specified by the users.

In 1983, a 3-D laser ray tracing package was added
to LASNEX.46 Prior to this, all light rays were forced to
travel in the ( r, z ) plane, which often created anoma-
lously high intensities near the symmetry axis. The 3-D
laser package computes the trajectories of an arbitrary
set of laser rays through the mesh. The rays are bent
according to the laws of refraction. Ray trajectories are
computed using the gradient-index geometrical-
optics equations. On the basis of computed ray path
lengths, energy is deposited in each zone by inverse
bremsstrahlung, including nonlinear corrections.47 The
laser energy is also absorbed by a photoionization
model based on the Saha equation.48

Noncollisional processes—plasma instabilities and
resonance absorption—are modeled by angle-depen-
dent a b s o r p t i o n4 9 or more simply by absorbing a given
fraction of the energy that is left in each ray at its turning
p o i n t . The ray intensity is correspondingly attenuated.
When suprathermal electrons are present, absorption
by the noncollisional process creates an electron distri-
bution with a “hot” temperature derived from fits to
plasma simulations.50

Typically, the LASNEX computational mesh is too
course to resolve steep, inhomogeneous plasma-den-
sity s t ru c t u res that might arise from uneven illumination
or hydrodynamic instabilities. Therefore, the code has
a statistical model of the refractive scattering of laser
light by random density fluctuations in the subcritical
plasma.51 The scattering can occur along the entire ray
path or only at the turning point. The hydro d y n a m i c
e ffect of the laser light is included with a pondero-
motive force algorithm which has both scalar and
tensor terms.5 2

Since LASNEX tracks a finite number of rays
through the mesh, we often see “ray effects,” causing

the laser intensity to vary unphysically. A “fatray”
package smoothes the laser energy deposition, using
a finite element diffusion equation.5 3 This will not
cause energy to be deposited past the critical surface
because the smoothing takes place only for re g i o n s
w h e re the electron density is less than or equal to
the critical electron density. Another option to
d e c rease the ray effects (which we call “smearing”)
is to average the deposition over two zones each
time it is applied, and it can be applied any number
of times. The user has some directional control by
choosing to apply the smearing along particular log-
ical mesh lines.

C h a rged-particle beam deposition is calculated fro m
stopping-power formulas that account for straggling and
partial ionization.54 We have made calculations from
first principles of the dynamic charge state of a fast,
heavy ion as it experiences various ionization and
recombination processes while slowing down in a
heated target material.55 The important processes are
collisional ionization balanced at equilibrium by radia-
tive recombination. 

Ion beams do not refract as light does. Therefore,
we have a separate, simpler and faster ray trace pack-
age for ions. It assumes only straight ray paths in 3-D,
which become hyperbolae when projected onto the
(r, z) plane.5 6 Momentum deposition from ion beams
is implemented consistently.

For moderately intense, ultrashort pulse lasers, we
have a subroutine which actually solves Maxwell’s
equations in 1-D, rather than using a ray trace approxi-
mation.57 The algorithm takes advantage of the rapid
oscillation and propagation of light waves compared
with hydrodynamic motion. Thus, the steady-state
1-D solution to Maxwell’s equations results in the
Helmholtz equations. Both s- and p-polarized cases are
accounted for by the package. Plasma waves are gener-
ated at the critical surface in the case of p-polarized
light. To account for losses due to plasma waves with-
out explicitly following the waves in the plasma, the
total collision rate is modified in the resonance region
to be the sum of: the electron–ion collision rate + the
Landau damping rate at the critical point + the rate at
which plasma waves leave the resonance region + the
loss rate due to the wavebreaking of the plasma
waves.57 To maintain consistency, the algorithm auto-
matically incorporates a WKB approximation in the
low-density blow-off region when the low-density
zone sizes approach the laser wavelength. The fre-
quency-dependent conductivity has been improved to
go beyond the Drude approximation and results in
improved modeling of absorption in solids.

Burn Products

LASNEX calculates all significant thermonuclear
reactions among isotopes of H, He, Li, Be, and B.58
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Charged particles and neutrons produced are trans-
ported by multigroup diffusion methods that take into
account nuclear scattering, in-flight reactions, and
momentum deposition.5 9 Gamma rays produced by
inelastic nuclear interactions are also transported by
m u l t i g roup diffusion, accounting for Compton scat-
tering, photoionization, and pair pro d u c t i o n .6 0 T h e
n e u t ron and gamma diffusion both use a multigro u p
extension of Levermore’s diffusion method.6 1 T h e
c h a rged particle transport is an extension of diff u-
sion that retains particle inertia as it underg o e s
straight-line energy loss to electro n s .6 2 C h a rged particle
e n e rgy loss rates include the effects of an arbitrary
ratio of particle to electron thermal velocity, Fermi
degenerate electrons, and bound electro n s .6 3 A l l
burn products either escape from the problem, pro-
viding numerous diagnostic opportunities, or
deposit their energy back into the thermal electro n
and ion fields.

Magnetic Fields

Magnetic fields are generated automatically in 2-D
problems or can be imposed by user-specified sources.
The magnetic field package6 4 in LASNEX includes J × B
forces and the full Braginskii cross-field transport
model. The Braginskii model has been extended with
the Lee and More conductivities and includes the mag-
netic diffusion, Nernst, grad P, grad T, and Hall terms
in Ohm’s law, as well as the perpendicular and
Righi–Leduc heat flows, j•E, and other terms in the
heat equation. The user may optionally specify source
terms that self-consistently couple the plasma to an
external LRC circuit.

If requested, the magnetic package modifies the
electrical conductivity to account for the anomalous
resistivity due to lower-hybrid waves. Periodic boundary
conditions are available for the study of multimode
R a y l e i g h – Taylor (RT) perturbations. The energy con-
servation has been improved (ord e r- o f - m a g n i t u d e
improvement for 1-D, p u rely-Lagrangian calcula-
tions) and the magnetic flux is conserved during
mesh rezoning. These enhancements, together with
new, high-resolution rezoning schemes, programmed by
the users with the Basis interface, have allowed the suc-
cessful modeling of high-energ y, radiating z- p i n c h e s .
F e a t u res typically exhibited in these simulations are the
s t rong nonlinear growth of magnetic RT modes,6 5 a n d
the formation of hot spots6 6 near the axis due to unstable
(m = 0) sausage modes.

Also, magnetic fields can be spontaneously gen-
erated in the p resence of nonparallel temperature and
density gradients which may occur in laser- p ro d u c e d
plasmas. The resulting changes in the magnetic-
field-dependent transport coefficients for all charg e d
particles may significantly alter the plasma tempera-
t u re and pre s s u re profiles. This may be an important

e ffect in the design of some hohlraums or direct-drive 
t a rgets which re q u i re a high degree of symmetry 
and efficient utilization of laser power.

Atomic Physics

The atomic physics models in LASNEX supply the
equation-of-state (EOS) variables (e.g., pressure and
energy as a function of temperature and density) used
in the hydrodynamics, the degree of ionization used to
establish various electron collisional rates, and the fre-
quency-dependent opacities used by the radiation
transport routines. In LTE, these quantities are func-
tions only of the density and electron temperature and
can be conveniently tabulated or evaluated by analytic
expressions. LASNEX can access the internal Lawrence
Livermore National Laboratory (LLNL) EOS data and
the Los Alamos National Laboratory (LANL) Sesame
d a t a ,6 7 and it can use its own quotidian EOS (QEOS)
p a c k a g e .

The QEOS68 is an in-line EOS routine that is based
on the Thomas–Fermi electron-gas approximation. The
QEOS total energy is split up into three parts: 

(1)

where Ee is the Thomas–Fermi (TF) energy, Eb is an
analytic (Cowan) bonding correction used to fit the
experimentally known solid density and bulk modulus
at standard temperature and pressure, and En is the
nuclear motion energy. It provides separate EOSs for
e l e c t rons and ions. Since QEOS is based on a fre e
e n e rg y, thermodynamic consistency is guaranteed,
and the smooth TF term together with the analytic
ion part generate continuous results from cold solid
conditions through the liquid, vapor, and plasma states.
The Z-scaling property of the TF model allows a single
table to generate data for any element as well as pro-
vide the speed necessary for an in-line calculation.

LASNEX can also access LTE fre q u e n c y - d e p e n d e n t
opacity data in three diff e rent formats: it reads Cray
binary files of opacity information in a format unique to
LASNEX designed 20 years ago; it reads the LANL
P a r a d i s e6 9 opacity files; and it reads the LLNL machine
independent opacity files,7 0 using the portable data file
(PDB) library of Stewart Bro w n .7 1

In non-LTE, the EOS, degree of ionization, and the
opacity must be determined from the atomic popula-
tions which are found by solving rate equations and, in
general, depend on the photon and suprathermal elec-
t ron distribution functions. LASNEX has incorporated
t h ree major atomic physics packages, XSN, SCA, and
DCA, which can be run in either LTE or non-LTE modes.
All three provide LASNEX with pre s s u re, energ y, and
f requency-dependent opacity and emissivity due to
bound-bound, bound-free, and fre e - f ree pro c e s s e s .

    Etot ρ,T( ) = Ee ρ,T( ) + Eb ρ( ) + En ρ,T( )
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XSN72 is an average atom, atomic physics code
that uses a simple Z-scaled, screened hydrogenic
model to perform in-line calculations of arbitrary mix-
tures at all temperatures and densities. It is used to
obtain material opacities for LTE and non-LTE, as well
as EOS values under non-LTE conditions. It includes
the effects of Fermi degeneracy, continuum lowering,
and pressure ionization,73 which are required to cor-
rectly model cold solids at high densities and is
designed to closely match the Thomas–Fermi ioniza-
tion values along the cold curve. The lack of l-splitting
and the simple line-width formulae limit the accuracy
of the opacities to average values. However, XSN’s
simplicity does provide the required speed and allows
any mixture to be treated. Since the EOS is based on a
free energy, it is automatically thermodynamically con-
sistent. The lack of a bonding correction means that
XSN’s pressures at low temperature are too high, but
in most cases, non-LTE effects are small under those
conditions, and this package would rarely be run.

The average-atom atomic physics package
Statistical Configuration Accounting (SCA)74 produces
more accurate opacity information than the default
XSN package because its underlying atomic physics
data is evaluated off line by a self-consistent, relativis-
tic, Hartree–Slater program, called LIMBO.75 Because
the database which LIMBO produces is based on re l-
ativistic physics, the resulting opacity which SCA
p roduces shows fine-stru c t u re splitting. Where a s ,
fine-structure splitting can be included into an XSN
opacity only in an ad hoc fashion. As in XSN, the
atomic physics is simplified by using the hydrogenic
approximation, where the states of an ion are
described by the quantum numbers of a single electron
which is immersed in a spherically symmetric
screened Coulomb potential.

The Detailed Configuration Accounting (DCA)
atomic physics package76 solves rate equations for the
number of ions in each important excited state in each
ionization state. This package is more expensive than
XSN or SCA. It is used when accurate atomic physics
is needed for line diagnostics or x-ray laser modeling.
DCA can handle any number of states connected by
radiative and collisional bound-bound, bound-free,
and auto-ionization and dielectronic recombination
processes. The states and transition rates are specified
in data files generated by other codes. Optionally, a
simple screened hydrogenic model can be produced at
problem initialization. In addition, the DCA package
calculates Voigt line shapes due to Doppler, Lorentz,
and Stark broadening and, if requested, handles line
transfer by a general purpose escape probability
method that reduces to 1-D, static or Sobolev limits in
planar or cylindrical geometry.77 It includes effects of
Fermi degeneracy and handles pressure ionization and
continuum lowering in the Stuart/Pyatt approxima-
tion78 by reducing the statistical weight smoothly to

zero as continuum lowering ionizes the weakest bound
electron. To save computer time, the levels which are
eliminated by continuum lowering or which are ion-
ization states of low probability are removed from rate
calculations and from the system of rate equations. The
resulting reduced linearized system is then solved by
banded or iterative matrix methods.

Another relatively new feature of the LASNEX
atomic physics package is a multiphoton, dielectric
b reakdown package which models multiphoton–
ionization seeding of avalanche breakdown. The
model is based on the work of Feit et al.79 in which a
simple seeded exponential model was inferred from
their Fokker–Planck studies. The seed rate is propor-
tional to an integral power of the energy density of the
laser light in the material. In this process, the electron
density will build until a threshold level is reached.
Above the threshold, the material breaks down by
electron avalanche, which is modeled by an electron
distribution that exponentially increases in time. The
avalanche is quenched when a maximum of one elec-
tron per ion is reached, justified by assuming that the
ionization potential for the next electron to be removed
increases substantially.

User Interface
LASNEX has been a pioneer in interactive and

steered computations. Even in its early days (more
than twenty years ago), the users were able to investi-
gate and modify their simulations while they were
running. Graphical displays and numerical edits of the
problem could be produced at any time, allowing the
users to ascertain quickly whether the problem was
running correctly and efficiently. With the inclusion of
the Basis code development system,80 a huge leap in
interactivity was achieved at once. The programmable
interface provided by Basis transformed LASNEX into
“a whole new generation of design code.”81 It gives
LASNEX a complete, up-to-date, well maintained, and
well documented computer science interface, allowing
users to innovate without the intervention of the code
developers. The code developers no longer have to get
involved with specific user requests for diagnostics or
special purpose models, freeing them from straightfor-
ward but time-consuming tasks.

Basis has a fully featured, FORTRAN-like interac-
tive programming language interpreter which can
access the variables and functions in the LASNEX
compiled code. Basis supplies an interface to a com-
plete graphics package that includes curves, markers,
contours, text, frame control, and viewport control, as
well as LASNEX-specific plotting commands, such as
mesh plots and mesh-based contour commands. Basis
also offers many mathematical packages, such as
Bessel functions, fast-Fourier transforms, random-
number generators, and polynomial fitting. 
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One of the most important components of Basis is
a history package that allows the user periodically to
execute specified commands and/or to collect any
number of sets of values of arbitrary expressions. A
variety of mechanisms can be used to select the fre-
quency at which these generations are collected. Users
may also specify logical conditions under which
actions will occur, such as the occurrence of bowties, a
zone reaching a certain temperature, etc. The history
package employs the portable database system
(PDB)71 to store the collected data. The Portable-Files-
from-Basis (PFB) package of Basis gives the users a
convenient interface to the data files. 

LASNEX users now accomplish many tasks using
the tools of the Basis system. They have automated the
tedious chore of generating sets of similar problems by
writing Basis functions to do the work. Instead of a user
issuing instructions from the terminal for a discrete pro b-
lem rezone, they now can use the Basis interpreter and
history functionality to sense when the mesh is in trou-
ble, decide what should be done, and execute the
rezone. In this way, LASNEX provides user-controlled,
automatic mesh refinement facilities. 

In many processes the users can add their own
models to work with or to replace those of LASNEX.
To accommodate the users’ new programming power,
we have introduced many “user defined arrays,” in
which they calculate their own values for various

LASNEX quantities. For example, a user can supply
the material EOS by calculating, at each timestep, the
electron pressure and its derivatives with respect to
density and temperature, the electron energy and its
derivatives, and the corresponding ion components.
Similarly, a user can define the thermal conductivities,
zonal energy sources, zonal energy leak rates, or zonal
electron thermal flux limit multipliers. We continue to
add more user-defined variables to the code to take
advantage of this capability.

Another application of the Basis interpreter is to
create self-tuning simulations or a self-optimizing
series of simulations. As a calculation is running, the
Basis interpreter can decide how well the design is
working based on certain criteria. Then, for example,
the laser pulse shape or spatial profile can be changed
to satisfy the criteria better.

Table 1 provides an automatic rezoning example to
illustrate how Basis works within LASNEX to save the
designers’ time and to allow many jobs to run to com-
pletion without user intervention.

Example Calculations
This section describes three ICF experiments simu-

lated with LASNEX: a planar hydrodynamic instability
experiment, a spherical hydrodynamic instability
experiment, and a capsule implosion mix experiment.
These examples illustrate that LASNEX can accurately
model actual laboratory experiments.

Planar Hydrodynamic Instability
Experiment

A series of experiments was conducted with the
Nova laser to measure hydrodynamic instabilities in
planar foils accelerated by x-ray ablation.82 We show
results of a single-mode experiment and the corre-
sponding LASNEX calculation. A low-density fluid
pushing on a high-density fluid is RT83 unstable, and
perturbations on the surface between the fluids grow
and take on a characteristic bubble and spike
appearance. In these experiments, surface perturba-
tions were imposed on one side of a foil that was
mounted across a diagnostic hole in the wall of a
cylindrical Au hohlraum. The foil was accelerated
by the indirect x-ray drive generated by focusing
eight pulse-shaped Nova beams into the hohlraum and
was backlit with a large area spot of x-rays created by
shining another Nova beam on discs of Mo, Rh, Sc, or
Fe. Figure 3(a) shows the experimental image of a foil
with 100-µm sinusoidal perturbations viewed side-on
with a 2-D grated x-ray imager at 4.4 ns into the pulse.
The foil has evolved into the classic bubble and spike
shape characteristic of nonlinear RT instability. T h e
LASNEX calculation Fig. 3(b) at 4.4 ns agrees with the
experimental image. In fact, they are almost identical.

TABLE 1. Example of automatic rezoning.

Problem Description: 
Whenever any zone becomes folded over on itself (“bowtied”), return

the mesh to a given “good” configuration, perform the rezone (mesh
overlay and remapping of all the LASNEX variables), and proceed. 

The user must define the function that tests the LASNEX mesh for
troubles (here bowties) and corrects it, if necessary.  In this example
the mesh is simply set back to the original configuration defined when
r_good and z_good were declared.  The “h” card tells when (i.e., at
every cycle from 1 to 10000) the function, “test_n_rezone,” should be
invoked.

Note: the “#” symbol indicates that the following text is a comment.

The Basis Coding:
real8 r_good = rt, z_good = zt # Declare “good” coordinates and

# equate to LASNEX’s rt and zt.
h 1:10000:1 test_n_rezone # At every cycle call the function 

# test_n_rezone.
function test_n_rezone # Function definition.

if(nbowt(rt,zt,ireg).ne.0) then # Test for bowties.
prezone # Execute LASNEX command to 

# prepare for rezoning.
rt=r_good # Reset the LASNEX mesh to the
zt=z_good #“good” ones.
rezone # Mesh overlay and remap physical 

# quantities.
endif 

endf



160

LASNEX—A 2-D PHYSICS CODE FOR MODELING ICF

UCRL-LR-105821-96-4

The 2-D LASNEX simulation used the time-dependent
laser power that was measured in the experiment, tab-
ular opacities created by a “first principles opacity”
code, and tabular EOS data. The transmitted back-
lighter x-rays included the instrumental response.

Spherical Hydrodynamic Instability
Experiment

The next experiment was designed to study the
physics of implosions with high RT growth factors.
Using indirect drive, we imploded capsules with
Germanium-doped ablators to minimize x-ray preheat
and shell decompression and hence increased the in-
flight aspect ratios. X-ray backlit images of the capsule
implosion were re c o rded at 4.7 keV with 55 ps and
1 5 -µm resolution. Three parallel 3-µm-deep grooves
were machined in the ablator to seed the instability.
One groove encircled the center of the target; the other
two were parallel and on opposite sides. Figure 4
showsthe backlit image of the capsule from the experi-
ment and the LASNEX calculation at 2.22 ns to be vir-
tually identical.84 The grooves machined into the
ablator for this experiment were not uniformly

spaced—the one on the right was closer to the center;
the effect of this is seen in both the experiment and
code results. The groove on the left being farther from
the center allowed a double ridge to be created as the
perturbation amplitude grew from each groove. This
did not occur on the right side, where the grooves
were closer and the RT growth from the central and
right-hand grooves merged into just one modulation.
The LASNEX simulation was a standard 2-D calcula-
tion. It was able to accommodate many zones while
still properly modeling the radiation by using a special
method of weighting opacities that allows a faster con-
vergence with a much smaller number (typically 5 or 6
compared with 50 to 100) of photon groups compared
with the standard Rosseland weighted mean.85

Capsule Implosion Mix Experiment

This experiment addressed the issue of the hydro-
dynamic stability of the imploding fuel capsule.
Experiments on Nova were performed to study how
imperfections on the capsule surface grow by RT 
instability into large perturbations that cause pusher–fuel
mix and degrade the capsule performance.8 6 To diagn o s e

FI G U R E 3 . (a) Results of pertur-
bation growth experiment
viewed side-on at a time of 4.4 ns.
(b) Shaded density plot of the
transmitted backlighter x-rays at
4.4 ns in the corresponding 2-D
LASNEX simulation.     
(20-03-1293-4393pb02)

FI G U R E 4 . Backlit image of
g rooved Ge-doped imploded
capsule at 2.2 ns into the pulse.
Both the experimental data on the
left and the LASNEX results on
the right show the growth of the
modulation.     
(40-00-1196-2730pb01)
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the enhanced mix, x-ray emission spectra of trace ele-
ments in the pusher (Cl) and fuel (Ar) were measured
as the surface roughness increased. (Figure 5 shows
example spectra.) The emission of the pusher dopant
relative to the fuel dopant did increase with surface
roughness as the cold pusher mixed more thoroughly
with the hot fuel, due presumably to RT instabilities
(see Fig. 6). Simulating the implosion of these capsules
was a multistep process, employing both 1- and 2-D
LASNEX calculations. The 2-D calculations were
used to estimate linear growth for single-perturba-
tion modes. The surface roughness and the linear

perturbation growth factors combined with Haan’s87

nonlinear saturation prescription were used to cal-
culate the time-dependent width of the mix re g i o n .
In 1-D implosion simulations with LASNEX, material
was atomically mixed and thermal transport enhanced
over a distance about the fuel–pusher interface,
according to the width of the mix region. 

Emission spectra were generated with the DCA
atomic physics package. As seen in Fig. 6, the LASNEX
results for the ratio of time-integrated Cl to Ar Ly m a n –
alpha emission agrees well with the experimental
results. The trend of increased mix for rougher sur-
faces is very apparent. The experimental spectra and
the spectra calculated by LASNEX also match as
seen in Fig. 5.
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Introduction
ICF3D is a three-dimensional radiation hydro d y-

namics simulation computer code being developed
for ICF applications. It has a number of distinguish-
ing feature s :
• Portable; works on uniprocessors and massively

parallel processors (MPP).
• Written in the object-oriented programming (OOP)

language C++.
• Based on unstructured grids.
• Discretized using finite elements; the hydrodynam-

ics is modeled using discontinuous functions.
We believe these features are important for a variety

of reasons. 
These design codes must be portable, if they are to

run on future computers. Computers are evolving at
such a rapid pace that today’s supercomputer will be
obsolete in two to three years. However, software
development is a painfully slow and labor- i n t e n s i v e
t a s k .1 Thus, it is important that codes developed now can
run eff i c i e n t l y on tomorrow’s computers. Today’s
supercomputer is a parallel machine, a collection of
individual “boxes” each with its own memory and
with one or more processing elements (PEs). ICF3D is
written to take advantage of this architecture. It paral-
lelizes by decomposing physical space into nearly dis-
joint subdomains and relies on explicit calls to system
message-passing routines. This approach allows us to
scale the computation. If more boxes are available, big-
ger problems can be run.

In order to have reusable code, software should be
robust and modular. This is facilitated by an OOP
approach. In a modular code, if something needs to be
rewritten or modified, one can retain the trusted com-
ponents. Functions or modules often need to protect
their internal variables from inadvertent corruption by
other routines; such protection leads to “data hiding.”
For better organization, one may wish to use “classes,”

or to define new entities, each with their individual
methods, e.g., a cell and a means of calculating its vol-
ume. These requirements are easily accommodated by
OOP languages such as C++. Traditionally, scientific
software has used FORTRAN. ICF3D is embracing
C++. This approach is not without risks. Although
OOP in general, and C++ in particular, is now widely
used, it rarely appears in computational physics. In the
past, C++ compilers were notoriously slow in opti-
mizing code, and for scientists, speed is nearly as
important as accuracy. This state of affairs is chang-
ing, and the pessimistic results previously re p o r t e d
by Haney2 a re no longer tru e .3

Codes based on unstru c t u red grids can easily model
real experiments with complicated geometries. For exam-
ple, in an indirectly driven ICF experiment, a spherical
capsule is embedded in a nearly vacuous cylindrical
hohlraum with partially opened ends. Some experiments
may have additional shields inside the hohlraum to pro-
tect the capsule. During the experiment, the walls and
capsule undergo significant displacement. In modeling, a
traditional, fully stru c t u red mesh will have difficulty 
simulating and resolving the initial configuration and its
subsequent motion. An unstru c t u red grid is useful as it
allows diff e rent cell types to be connected. The extra
o v e rhead in allowing complicated cells is offset by 
the flexibility aff o rded when the original domain is 
d i s c retized and/or the problem re g r i d d e d .

Simulation codes of this type benefit by being dis-
c retized using finite elements. Unstru c t u red grids and
complicated geometries naturally lead to finite element
(FE) methods. ICF3D’s grid consists of a collection of hex-
ahedra, prisms, pyramids, and/or tetrahedra. Pro c e s s e s
such as diffusion are modeled by nodal FE methods in
which the variables are given a continuous re p re s e n t a t i o n
t h roughout the domain. The hydrodynamics is simulated
by a novel scheme4 based on the discontinuous FE
method. This allows a natural re p resentation of inher-
ently discontinuous phenomena, such as shocks.
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In this article, the first section provides an overview
of ICF3D’s modules, discusses how the physics packages
are coupled, and describes the individual packages in
more detail. The next section presents some results. In
the conclusion, we describe our future plans.

We have a couple of clarifications to make about our
word usage. In internal discussions, the name “ICF3D”
sometimes denotes both the “stand-alone” physics
code as well as the environment used to initialize prob-
lems, execute them, control the execution, and analyze
the results. To avoid confusion, in this article ICF3D
refers only to the stand-alone code. In addition,
throughout the article, we use “module” and “pack-
age” interchangeably to denote a set of routines that
perform a specific task.

ICF3D Modules
ICF3D runs on a variety of machines. Its I/O is in a

special format, which is described in this article in
“ICF3D Initialization”(see p. 168). Once the input files
are prepared, ICF3D may be run like any other C++
program. ICF3D also has an interactive controlling
environment. The interpretive language Python5 con-
trols the execution.

In the following subsections, we discuss the ICF3D
modules. The modules consist of one or more C++
functions. When properly designed, modules should
be easy to check, and if the need arises, easy to replace
with better modules. The modules’ execution is con-
trolled by user-set parameters. Most modules can be
run separately. This code has separate modules for
Initialization, Hydrodynamics, Heat Conduction,
Radiation Diffusion, Equation of State (EOS), and
Parallel Processing.

One important issue is how to couple the physics
packages. The problem is complicated since the pack-
ages may have diff e rent re p resentations of the vari-
ables, e.g., cell or node centered. This diff e rence is
exemplified by the hydro and radiation diff u s i o n
packages. The former evolves equations for the den-
sity ρ, the momentum density ρv, and the total
e n e rgy density ρE. The radiation diffusion package
couples the temperature T to the spectral radiation
e n e rgy density uν w h e re ν is the photon fre q u e n c y.
The coupling difficulty arises because hydro vari-
ables have a discontinuous FE re p re s e n t a t i o n ,
w h e reas any quantity undergoing diffusion (a sec-
o n d - o rder diff e rential operator) must have a continu-
ous re p resentation, if the diffusion is modeled by FE.
A straightforward coupling of a nodal uν to a zonal
T may create anomalous diff u s i o n .6 Hence, the
radiation-to-matter coupling should be done with
functions having similar (nodal and continuous) 
re p re s e n t a t i o n s .

The equations of interest are the conservation laws for
mass, momentum, and total matter energ y, re s p e c t i v e l y :

(1)

(2)

and

(3)

Equation (3) is coupled to the transport (diffusion)
equation of the radiation field

(4)

In Eqs. (1) to (3), Fi denotes the flux of i, i.e., Fρvx =
ρvxv + p, and FρE = (ρE + p)v, where vx is the x v e l o c i t y
component and p is the pressure. In Eqs. (2) to (4), ρg is
an external force density, ε is the internal energy, Hε is
the heat conduction term, Sε is a source of energy (e.g.,
due to laser deposition), Kνε describes the radiation-to-
matter coupling, d/dt is the Lagrangian derivative, and
Dν is the diffusion coefficient of the radiation field. In
the future, when ε is split into separate electron and
ion components, Kν ε will denote the radiation-to-electro n
coupling, and Sε, if due to a laser, will be an electro n
s o u rc e .

Equation (3) is solved by operator splitting. At the
start of the time cycle, we compute all the coefficients
we need, such as conductivity. Then, we do a hydro
step; Eqs. (1) to (3) are advanced together except that
in Eq. (3) the H, S, and K terms are ignored.

The hydro module allows for the passive advec-
tion of an arbitrary number of other variables.
P re s e n t l y, this feature is only used for the “mass
fractions.” In the future, Eq. (4) would also be solved
by operator splitting. The convective part would be
done by the hydro, while the transport and radia-
tion-to-matter coupling would be done at the end of
the cycle.

The hydro module produces an intermediate total
energy E(1). We now introduce the subscript d to
denote variables whose numerical representation is
discontinuous. If the grid consists of only regular hexa-
hedra, there are eight cells adjacent to each node.
Hence, fd denotes a function with eight values per
node. At the conclusion of the hydro step, we compute
an intermediate internal energy

(5)

This step is potentially dangerous since Eq. (5) implic-
itly assumes that is a valid representation for
the kinetic energy ek. Unfortunately, ek is not computed
directly but is only derived by squaring the velocity.
The difficulty is illustrated by considering an ideal gas
for which we require ε ≥ 0. Since the code evolves ρ,
ρv, and ρE, there are no explicit assurances that 
E ≥ .

υ d
2 /2

    εd
1( ) = Ed

1( ) − υd
2 /2 .

    
duν /dt = ∇ ⋅ Dν∇uν( ) − K νε .

      
∂ t ρE( ) + ∇⋅ FρE = ρg ⋅ v + H ε + Sε + ∫ K νεdν .

      
∂ t ρv( ) + ∇ ⋅ Fρv = ρg ,

      
∂ tρ + ∇ ⋅ Fρ = 0 ,
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Once T( 1 ) is known, we use operator splitting and
FE to first do the heat conduction and the energ y
d e p o s i t i o n

(12)

In Eq. (12), the heat transport is implicit in ∆T( 2 ), but
the conductivity is computed using values at the
start of the cycle. The source S is explicit. If it is due
to a laser, and its deposition depends on both ρ a n d
T, we use the latest values, the ones obtained after
the hydro step. For laser deposition, we need contin-
uous re p resentations of ρ and T in order to compute
their gradients. A continuous (nodal) density is
given by its nodal values

(13)

where the integral in the numerator is lumped, as in
Eq. (11). Using the nodal values, ρ is easily obtained
from the analytic, continuous representation

(14)

The gradient is continuous within cells and discontinu-
ous across cell faces.

Equation (12) is followed by the radiation-to-matter
coupling. Equation (4) is coupled to

(15)

where K is implicit in the final, continuous tempera-
ture. Equations (4) and (15) are solved by standard FE
techniques; everything except the transport term in Eq.
(4) is lumped. The result is a continuous representation
for both the final radiation energy density uν and mat-
ter temperature T(3).

To summarize, T is a derived quantity and ε i s
fundamental. During the heat conduction and 
radiation-to-matter coupling, we keep track of the
e n e rgy changes in each cell. If the changes are small,
then the ε after the hydro is not modified much.
Hence, any sharp features are not smeared out. In
p a r t i c u l a r, if there are no matter energy sourc e s ,
very small heat-transport coefficients, and insignifi-
cant radiation-to-matter coupling, then the hydro
should work as if it is the only package ru n n i n g .
S i m i l a r l y, if we have only hydro and a zonal matter
e n e rgy source running, and the source is distributed
a c c o rding to Eq. (11), then the results should still
stay sharp.

    
ρcv T 3( ) − T 2( )( ) = ∫ Kνε

3( )
dν ,

    

ρ x, y , z( ) = ∑
j

φ j x, y , z( )  ρ j .

∇

    

ρj =
 dV

Ω∫  φ j  ρd

 dV  
Ω∫ φ j

     ,

    
ρcv T 2( ) − T 1( )( ) = ∇⋅ κ 0( )∇T 2( ) + S ρ, T 1( )( ) .
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The variables ρd and , and the EOS yield the
pressure and the temperature . The other
physics packages compute changes to the internal
energy ∆εd. The cycle concludes by computing the final
energies

(6)

The change ∆ εd consists of the H, S, and K terms that
w e re ignored by the hydro step. At the end of the
time cycle, we have both a continuous nodal T and a
discontinuous εd. The two variables may not be 
consistent. If necessary, we use the EOS to get a self-
consistent pre s s u re pd and a temperature Td f rom ρd
and εd. Since Td has a discontinuous FE re p re s e n t a-
tion, it may not agree with the continuous FE
(nodal) value obtained by coupling to the radiation.
To be more precise, after multiplying through by the
time step, we write

(7)

The energy difference is expressed as a temperature
difference

(8)

where

(9)

is the specific heat computed at the start of the time
cycle.

We now specify how the variables of Eqs. (7) to (9)
are defined. The continuous FE representation of the
temperature at the end of the hydro at the jth grid
point is

(10)

where Ω denotes the entire domain and φj is the FE
basis function centered at the jth grid point. The inte-
grals in Eq. (10) are sums over all the cells that support
φj. Furthermore, the integrals are lumped, i.e., for any 

f u n c t i o n f (11)

where cellj is a cell with xj as one of its vertices and fd,j
is the discontinuous value in c e l lj at x = xj. In the FE
d i s c retization of the heat conduction and radiation-to-
matter coupling equations, we lump all but the transport
term. Each equation is discretized by multiplying by 
∆t φj and integrating over Ω.

    

dV φ j  fΩ∫ = dV φ jΩ∩cellj∫ 
 
  

 
  

cell
∑ fd , j ,

    

Tj
1( ) =

 dV  
Ω∫ φ j  ρd  cv ,d  Td

(1)

 dV  
Ω∫ φ j  ρd  cv ,d

   ,

    
cv =

∂ε
∂T ρ 0( ) ,T 0( )

    
∆ε = cv T − T 1( )( ) ,

    
ρ∆ε = H ε + Sε + ∫ K νεdν .

    εd = εd
1( ) + ∆εd   and  Ed = Ed

1( ) + ∆εd .

εd
1( )

pd
1( )

Td
1( )



ICF3D Initialization
The grid consists of three types of objects: cells,

faces, and nodes. A node is characterized by its
sequence number and its coordinates. Cells and faces
use the object-oriented concept of inheritance. Faces
may be quadrilateral or triangular, whereas four types
of cells are allowed: tetrahedra, pyramids, prisms,
and/or hexahedra. The cell, face, and node objects are
related. For example, a hexahedron has 6 faces and 8
nodes. Each interior face has two cells on either side.
The cells need not be regular; the quadrilateral faces
need not be coplanar. However, the cells cannot be so
distorted to preclude an isoparametric mapping to re g u-
lar elements, e.g., quadrilaterals to a unit cube. For
Lagrangian node motion, this implies that if the grid
becomes sufficiently distorted, the problem must be
regridded. We do not yet have a means of regridding. 

We have not yet written a general, unstructured
mesh generator. In order to run test problems, we have
instead written a simple, separate mesh generator that
outputs mesh description files for subsequent reading
by ICF3D. However, we stress that ICF3D is written to
run on completely unstructured meshes. Our genera-
tor is described in “Problem Generation” (see p. 172); it
writes ICF3D input files that describe the mesh in the
Advanced Visual Systems (AVS) Unstructured Cell
Data (UCD) format. (AVS is a commercial software
visualization product.) This format, which consists of
two lists, is a terse description of the grid. The first is a
node list; each node is described by its unique
sequence number (an integer) and by the values of its
coordinates (three real numbers). The second is a cell
list; each cell is described by its type—e.g., a pyra-
mid—and by a list of integer sequence numbers that
comprise the cell’s vertices. The cell’s vertices must be
given in a prescribed way, e.g., a pyramid’s apex is
listed first.

We have used the UCD because it is commercially
available, but it is not adequate for use in generating
an unstructured mesh. For example, the format does
not explicitly list which cells share given a node. Also
the format never mentions faces. To define the mesh,
ICF3D requires that the different objects (cells, faces,
and nodes) have a set of interconnecting pointers to
describe which cells lie on either side of a face, which
nodes make up the face, etc.

The discontinuous hydrodynamic scheme imposes
even more requirements on the mesh description. The
dependent variables are cell–node based. For example,
each cell’s density is described by its value on the ver-
tices. Since the hydrodynamic variables are allowed to
be discontinuous, a neighboring cell has different
nodal values. Thus, such variables are considered
“doubly indexed”: once over cells, then again over the
cell’s nodes. When the hydrodynamic face fluxes are
computed, the routine loops over each face, follows the

pointer to each of the adjoining cells, and goes to the
appropriate node to pick up the value. This requires
the mesh to provide an additional set of pointers:
face→cell→node.

Some physics packages are more efficient if addi-
tional connectivity information is supplied. For the
hydrodynamics, the limiting routine, which deletes
unphysical extrema, re q u i res that each cell point to
all other cells that share its nodes. The continuous,
p i e c e w i s e - l i n e a r, nodal FE scheme that discretizes the 
second-order elliptic operator imposes a similar
requirement. Each node, which by construction is a
vertex of one or more cells, needs a list of the other
vertices. On a regular hexahedral grid, the nodal
neighbor list gives rise to a 27-point stencil.

All this information is computed at the start of the
run and saved. Presently, since we do not have a
regridding routine, the topological description of the
grid does not change during the course of a run—even
in a Lagrangian calculation.

EOS Package

In the discontinuous finite element method, density,
pressure, and velocity are linear functions. These vari-
ables are used to calculate the hydrodynamic fluxes.
The Roe solver (which computes the fluxes) needs var-
ious derivatives of thermodynamic quantities. This
requires that the EOS module compute some variables
as functions of different combinations of other quanti-
ties. In particular, we need

Such functions are part of our C++ EOS class.
Compartmentalizing these functions into a class allows
for better management of data common to all functions
for a specific material. For example, in the case of tabu-
lated equations of state, the functions are calculated
from the same database. The ICF3D EOS class uses the
C++ concepts of inheritance and virtual function over-
loading to allow new equations of state to be easily
implemented.

C u r re n t l y, three diff e rent types of equations of
state are supported by the EOS class: ideal gases,
ASCII versions of EOS tables for various materials,
and a version of the SESAME equation-of-state tables
from the Los Alamos National Laboratory.7 Tabular
data are fitted by bicubic splines. The EOS class “con-
structor,” called after the problem initializes, computes
spline coefficients. The coefficients are saved and used
to evaluate the functions. This makes for faster calls, at
the cost of storing a larger amount of data. We intend
to add a class that uses the TABLib library.8 This will

    
ε ρ, p( ),  p ρ, ε( ) ,  

∂ε ρ, p( )
∂p

,  
∂ε ρ, p( )

∂ρ
,   and 

∂ε ρ, T( )
∂T

.
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allow ICF3D to use tabular equations of state stored as
PDB files.

If a cell has more than one material, ICF3D 
calculates and advects mass fractions. In this case,
the cell’s thermodynamic quantities are specified by
a total ρ, total energy density (or total p, or total T) ,
and a set of mass fractions for the diff e rent 
m a t e r i a l s .

Hydrodynamics

The ICF3D hydrodynamic scheme is described in
Ref. 4. The algorithm advances two scalar hyperbolic
equations for the density ρ and the total energy den-
sity ρE, and the vector equation for the momentum
density ρv. The scheme is compact and is easily par-
allelized since it gets all of its accuracy locally; it
does not reach out to more than one neighboring cell
to approximate the dependent variables.

The two essential features of the hydro scheme are
its ability to do fully Arbitrary Lagrangian Eulerian
(ALE) calculations and its ability to run in different
coordinate systems. ALE combines the best features of
Eulerian and Lagrangian codes. The “arbitrary” aspect
allows the user to specify the mesh’s motion to resolve
a feature that would not be possible to resolve with
either a purely Eulerian or a purely Lagrangian code.
The hydro module is implemented in 3-D Cartesian,
cylindrical, and spherical geometries. We are continu-
ing to develop the ALE features to ensure code robust-
ness. In particular, we have focused attention on two
areas. The first involves the Lagrangian limit of the
ALE code where the mesh follows the fluid motion.
This is a nontrivial problem since discontinuous func-
tions represent the velocity fields, whereas the mesh is
required to be continuous. We have developed a
scheme to move the grid points that ensures a vanish-
ing average mass flux across a face.

Secondly, the shock stabilization algorithm has been
adapted to combine the pure Runge-Kutta solution,
the 3-D generalized Van Leer stabilized solution (the
limiting procedure), and the first-order Godunov limit
solution. This “adaptive” combination assures the
greatest possible accuracy as we go from very smooth
regions to extremely strong shocks. However, in 2- and
3-D problems, this stabilization is insufficient to stabi-
lize extremely strong shocks. We have implemented a
Lapidus-type artificial viscosity9 to stabilize the
remaining “transverse” oscillations near such shocks.

We have successfully run the code on two test
p roblems of particular interest to ICF: the 3-D
R a y l e i g h – Taylor (RT) instability growth pro b l e m
and the 2-D Richtmyer–Meshkov (RM) shocked
perturbation problem. The ressults are described in
the “Hydrodynamic Problems” section of this article
(see p. 175).

Heat Conduction
C u r re n t l y, ICF3D uses only a single matter tem-

p e r a t u re T. The change of the internal energy ε d u e
to temperature is expressed as

(16)

where Sε is an external source term, κ is the conductiv-
ity, and cv = ∂ε/∂T is the specific heat. In the future,
sources such as laser energy deposition will be incor-
porated into Sε .10

Equation (16) is discretized by a standard nodal FE
scheme in which T is given a continuous “piecewise
linear” representation. The dependent variable is the
nodal temperature value. For testing purposes, we pro-
vide three conductivity models: κ = constant, a power
law, and one given by the Spitzer–Härm formula.11

The heat conduction package gathers the various
coefficients (cv, κ, etc.) of Eq. (16) and calls the mathe-
matical diffusion solver package described in “FE
Diffusion Package” (see p. 170).

Radiation Transport

Radiation transport is modeled with the diffusion
approximation. The coupling to matter is governed by
the opacity κν. The relevant equations are

(17)

and

(18)

where Bν(T) is the Planck function. In the above equa-
tions the unknowns are the radiation energy densities
uν and the matter temperature T.

The same FE scheme used for heat conduction dis-
cretizes Eq. (17). In addition, uν is discretized with
respect to frequency: for each range, or frequency
“group,” uν is its average radiation energy density.

To solve the two equations, we use the “fully
implicit” scheme described in Ref. 12. First, the source
term is linearized about the temperature at the start of
the time cycle

(19)

The discretization leads to a large system of linear
equations, which is solved by a matrix-splitting itera-
tion. We write the system as Ax = S, where x = (uν, T)
denotes the vector of unknown energy densities and
temperature. As described below, we split A in two

    
Bν T( ) = Bν To

+dBν /dT To
T − To( ) .

    
ρcν∂tT = – ∫ dvcρκν Bν T( ) − uν[ ] ,

  
∂ tuν = ∇ ⋅ Dν∇uν + cρκν Bν T( ) − uν[ ]

    ρcν∂tT = ∇ ⋅κ  ∇T + Sε ,
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ways: first, as A = Ad + Ac, then, as A = Al + Anl. For
the first splitting, we solve

For the second, we solve

The two splittings constitute one iteration. The itera-
tions are repeated until uν and T converge.

In the first splitting, Ad is the part of the matrix that
arises from the diffusion operator in Eq. (17). Ac is the
remaining part of A and includes the radiation–matter
coupling. The first splitting is equivalent to solving for
uν while keeping T fixed. Since the groups are only
coupled through T, the individual group densities may
be solved independently of each other. This results in
repeated calls to the diffusion solver.

In the second splitting, Al is the “local” part of the
matrix, formed from A by ignoring all spatial coupling.
Al is a block diagonal matrix, with each block corre-
sponding to a single mesh point. The blocks are of
order Nν + 1. By ordering uν first, it follows that each
block consists of an order Nν diagonal matrix in the
upper left corner and completely filled last row and
column. Hence, the blocks are quickly solved with
Gaussian elimination.

We plan to experiment with other linear solution
methods and to choose the ones that offer the best
combinations of speed and accuracy. One such method
is the “partial temperature” scheme.6 This method has
the advantage of not requiring any iterations. For the
price of advancing a single diffusion equation once,
one gets uν and T implicitly coupled.

We also plan to add the advection of uν. The above
method is physically correct only when the code runs
in the Lagrangian mode. For Eulerian or other modes
in which the mesh does not move with the fluid, we
need to consider that the radiation is also carried by
the fluid.

Lastly, we need to incorporate a routine to calculate
realistic opacities κν. Presently, ICF3D has only three
types of opacities: a user-specified constant, a simple
formula κν = (T/ν3)(1 – αe–ν/T), and tabulated “cold”
opacities.

FE Diffusion Package
The heat conduction and radiation diffusion mod-

ules both call the diffusion package, a routine that
solves the generic equation

(20)

The diffusion package transforms Eq. (20) into a linear
system and calls the solver. Equation (20) is discretized

    g∂t f = ∇⋅ D∇f + S − αf .

      A1x2 = S − Anlx1 .

      Adx1 = S − Acx0 .

by FE methods. The unknown function f is represented
in terms of basis functions

where φj is the usual piecewise linear function φj
(xi) = δij. The main difference between the diffusion
basis functions and those used for the hydrodynamic
module is that for diffusion, support (φj) extends over
all cells with xj as a vertex.

The time derivative in Eq. (20) is discretized 
using fully implicit diff e rencing. With one exception,
all coefficients are assumed to be known and con-
stant within a cell. The exception is the radiative
s o u rce, Eq. (19), in which T and T0 have nodal 
re p re s e n t a t i o n s .

After discretizing the temporal derivative, Eq. (20) is
multiplied by φi ∆t and integrated over the entire
domain. This leads to a sparse linear system for the
coefficients fj,

(21)

Integration by parts turns the transport term into a
surface integral and a volume integral of the type

(22)

If xi is not a boundary node, or if one prescribes a bound-
ary symmetry condition for the flux (–D∂f/ ∂n = 0), then
the surface integral does not appear. All terms except
the transport term are lumped. This implies that only
the flux contributes to the off-diagonal coefficients of
the matrix. Because of the symmetry in Eq. (22), the
matrix is symmetric. It is easy to show that the matrix
is also positive definite.

Unfortunately, we may not get an M matrix since
some off-diagonal coefficients may be positive. The 
M-matrix property—only non-negative coefficients for
the matrix inverse—is desirable since the diffusion
module advances positive quantities such as T. The
right-hand side of Eq. (21) is itself positive since it is a
sum of the source and the old energy. To show the loss
of the M-matrix property, recall that the transport term
is discretized by Eq. (22). The diagonal contribution
with i = j is clearly positive. For the off-diagonal terms,
consider the contribution to Eq. (22) from just one ele-
ment, K. By construction, D is constant and positive
over the element. Hence, let D = 1. In 2-D triangles, it is
easy to show that ∇φi ⋅ ∇φj ≤ 0, if none of the interior
angles are obtuse. In 2-D quadrilaterals, the result is
more restrictive, since the sign depends on the aspect
ratio of the sides. The issue is exacerbated in 3-D.
Consider the hexagon

    
K = x, y , z( ) : x ≤ 1 ,  y ≤ Y,  z ≤ Z{ }

    
dV  D  ∇φ i ⋅ ∇φ j     .Ω∫

    g + α − ∇⋅ D∇( ) f = g  f0 + S .

    
f = ∑φ j x( )fj ,
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and the functions

A direct integration yields

(23)

Again, the sign depends on the aspect ratio. If Y = Z
and Y < 1, we get the undesired positive sign.

It remains to be seen whether the lack of the 
M -matrix property proves harmful. It does make the
system harder to solve (see the section below,
“Solution of Linear Systems.”) We are aware that for
the case: S = α = 0 and g = 1, the linear system of 
Eq. (21) has the form

(24)

w h e re M is the lumped (diagonal) mass matrix and S,
the stress matrix, is the discretization of the diff u s i o n
o p e r a t o r. For negligibly small ∆t, (M + ∆t S)– 1 ≈ M – ∆t S.
Hence, if S has positive off-diagonal terms, then for a
properly chosen and still positive f0, we may obtain an
f with some components negative. 

Once the diffusion module has initialized the linear
system, it calls the linear solver.

Solution of Linear Systems

ICF3D generates two types of linear systems. One
kind arises when the hydrodynamic module inverts
mass matrices to compute the fundamental variables.
The order of those systems equals the number of
degrees of freedom in a cell, e.g., eight in a hexahe-
dron. To solve these systems, we have written a set of
general routines that perform Gaussian elimination
with partial pivoting.13

The second type of systems is created by the diffu-
sion module. For such problems, the matrix A is large,
sparse, symmetric, and positive definite (SPD).
Because of the unstructured grid, the matrix sparsity
pattern is random. SPD systems are best solved by the
preconditioned conjugate gradient (PCG) method.
Three preconditioners are available: Incomplete
Cholesky (IC), one-step Jacobi (diagonal scaling), and
multistep Jacobi. In this section, we only discuss the
u n i p rocessor version of the solver. “Parallel Solution
of Linear Systems” (see p. 175) describes the MPP
m o d i f i c a t i o n s .

The PCG algorithm is well documented in the litera-
ture.13 We shall not rederive it here, but instead
describe our implementation. Unless the grid topology
is changed, the sparsity pattern remains the same.
Hence, if the discretization couples node xi to node xj,
then the ith row of the matrix has a nonzero entry in

    M + ∆tS( )f = Mf0 ,

    
dV ∇φ+ ⋅ ∇φ− = Y 2 + Z2 − 2Y2Z2( )/9YZ .

κ∫

    φ± = 1± x( ) Y + y( ) Z + z( )/8YZ .

the jth column. Since the matrix is symmetric, row j has
the same entry in the ith column. Thus, the following
data structure suffices to describe the sparsity pattern.
For each row i, we define an integer array Ci of dimen-
sion Ci, dim where the integer Ci, dim is the number of
nonzero entries in row i to the left of the diagonal. For
some rows, for example the first, Ci, dim = 0. The array
Ci contains the column numbers of the nonzero
matrix entries. For example, if the seventh unknown
is only coupled to the third and fifth, C7, d i m = 2 and
C7 = (3, 5).

This description is computed only once, at the start
of the run. The pattern is computed from the nodal
neighbor construct described in “ICF3D Initialization”
(see p. 168). Of course, if the problem were to be
regridded (and the mesh topology changed), the spar-
sity pattern would be recomputed. Although the above
discussion focuses on a sparsity pattern due to an FE
discretization of a nodal quantity, the procedure can be
generalized. For example, if we need to discretize a
zonal quantity, we first determine the zone’s neighbors
for this application and then follow the same proce-
dure. The linear solver need not distinguish how the
linear system was derived. All we supply is a descrip-
tion of the system, i.e., the matrix order and sparsity
pattern, the matrix elements, the maximum number of
iterations allowed, the preconditioner desired, etc.

To use the IC preconditioner, we do more prelimi-
nary work. For uniprocessors, the IC variant factors
the matrix into the product

where D is diagonal, L is lower triangular with unit
diagonal and a sparsity pattern that matches that of A,
i.e., no fill-in. It can be shown14 that computing an
entry in the lower triangle of L, e.g., row i and column
j, involves a dot product of the previously computed
entries of row i and row j. For eff i c i e n c y, we do not
compute products of a nonzero entry in one row by
a zero entry in another. Avoiding such unnecessary
multiplications requires extra preliminary work and
additional storage in order to describe which entries
contribute to the product. As a result, the evaluation of
L proceeds faster, but with the penalty of indirect
addressing of the necessary elements.

We have only tested our solver on small pro b l e m s .
First of all, we have confirmed that for sparsity patterns
in which all nonzero matrix entries are bunched about
the diagonal, IC returns the exact decomposition and
PCG converges in one step. Secondly, we obtain the
results in Table 1 for Laplace’s equation on the unit
cube with Dirichlet boundary conditions. Using a uni-
form grid with L = 1/(n + 1) and n = 15, we obtain a
system of order n3.

Note that even though two-step Jacobi took nearly
50% more iterations than IC, the time spent was almost

    A = LDLT ,
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Problem Generation
The task of generating truly unstructured meshes,

even those limited to hexagonal, prismatic, pyramidal,
and/or tetrahedral cells, is a formidable job and is, in
itself, the subject of ongoing research of other groups
and companies. For our test problems, we improvised
by writing a separate code, the generator, that creates
only logically hexagonal grids.

To each point, the generator assigns an integer
three-tuple (k, l, m), where the indices are positive and
bounded by (kmax, lmax, mmax). The generator also
specifies the initial and (currently, time independent)
boundary conditions, the material(s) of choice via EOS
tables, and discretizes the frequency spectrum. To facil-
itate the generation, we have enveloped this process
under a controller or script language parser. The sys-
tem was originally developed under Basis,17 but we
have adopted Python,5 a new, portable language that
is easily extended. Using a technique similar to that for
LASNEX, a set of generator functions describe the
problem in an ASCII file written in Python. After the
generator reads the file, it writes the ICF3D input files
in the UCD format.

The generator has been extended to specify meshes
that are not logically hexagonal. We allow for voids
within the domain, e.g., to represent solid bodies. The
generator also allows the user to describe the grid in
one coordinate system and write the input file in
another. Thus, we may discretize the sphere in (r, θ, φ)
and compute in Cartesian coordinates. This presents a
special challenge, because the individual elements are
not symmetric in the expected directions. The genera-
tor also decomposes the domain for MPPs. The user
chooses along which of the k, l, and/or m directions to
parallelize. For example, one could divide a kmax, lmax,
mmax = (31, 51, 81) domain amongst 2 × 2 × 4 = 16 PEs,
where each PE owns 15 × 25 × 20 cells.

Python can interact with and “steer” the execution.
Steering permits the user to directly interact with the
various code modules, thereby allowing re a l - t i m e
analysis of the computed results. Unfortunately, this
mode of operation requires that the controller/inter-
preter be portable to the machine of choice. This
requirement may not be simple to fulfill, particularly
on MPPs. Consequently, we provide two modes of
operation. In one, which is still under development,
the computing core (ICF3D) and the controller
(Python) are tightly coupled. We use this mode on
uniprocessors. The second mode gives us the flexibility
of running ICF3D on a variety of platforms with no con-
cern of the steering engine’s portability. This mode
evokes the distributed computing model; the stand-alone
ICF3D is controlled by a Python session executing at a
local workstation.

ICF3D is run in this second, distributed mode, on a
variety of computers, uniprocessors and MPPs. This
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TABLE 1. Results for Laplace’s equation on the unit cube with
Dirichlet boundary conditions L = 1/(n+1) and n = 15. Time is in
arbitrary units.

Preconditioner Iterations Time

One-step Jacobi 30 —

Two-step Jacobi 18 56.15

Incomplete Cholesky 13 56.13

TABLE 2. Same problem as for Table 1, with Xmax = 1, and Ymax =
Zmax = 0.1.

n Preconditioner Iterations

11 None 40
11 One-step Jacobi 37
11 Two-step Jacobi 40
11 Incomplete Cholesky 10
21 None 58
21 One-step Jacobi 56
21 Two-step Jacobi 441

identical. The nearly twofold decrease in the iteration
count between one- and two-step Jacobi agrees with
the results of Ref. 15. However, this problem is charac-
terized by uniform and equal ∆x, ∆y, and ∆z, which
implies that we obtain an M matrix. Hence, the first-
order Jacobi iterative method converges,16 and one can
apply the results of Ref. 15 to make the two-step Jacobi
method an efficient preconditioner.

H o w e v e r, for nonuniform meshes, Eq. (23) implies
a loss of the M-matrix pro p e r t y. Furthermore, it is
easily shown that the matrix need not be strictly
diagonally dominant. Hence, the Jacobi method
need not converge and the two-step pre c o n d i t i o n e r
may even delay convergence. To illustrate, we con-
sider the same problem as above except we set Xm a x
= 1 and Ym a x = Zm a x = 0.1. We again use n + 1 uni-
formly spaced points in each direction. The re s u l t s
appear in Table 2.

For n = 11, two-step Jacobi is slightly worse than
one-step and no better than the conjugate gradient
method without a preconditioner, while IC took four
times fewer iterations. However, for n = 21, two-step
Jacobi actually did considerably more harm than good.

L a s t l y, in the above problem, we confirmed that
the numerical solution equals the exact solution, 
(1 – x)(1 – y)(1 – z). On a hexagonal mesh, the exact
solution belongs to the domain spanned by the test
functions.



allows us to use the parallel machines exclusively for
computations and relegates the generation and post-
processing chores to the desktop. The user directs
where to execute ICF3D, and the generator takes care
of the details: reading the user‘s deck, preparing the
input files, shipping them to the computer of choice,
initializing the run, etc. While this is not as flexible as a
truly steerable code where parser and code are inti-
mately connected in a single executable, it has given us
an invaluable means to develop and debug ICF3D and
has provided an easy interface to the MPP of choice.
The system supports continuation runs via restart files
as well as a link to the debugger on the remote
machine. Our only requirements on the remote
machine are a correct C++ environment with standard
remote-shell execution capabilities. Since the interface
is the same regardless of the computing engine—MPP
or uniprocessor—the parallelization is completely
transparent to the user. The decomposition of the
domain and subsequent recombination of the results
from the individual PEs are done by the generator. In a
typical run, after ICF3D finishes, the data is automati-
cally transmitted to the workstation to be saved for
later postprocessing or examined immediately. For
subsequent processing with the AVS visualization
s o f t w a re, ICF3D also writes files in the AVS UCD
data format.

Parallel Processing

We target distributed memory processors (DMPs)
and rely on explicit calls to message passing functions.
This is the optimal strategy for computers such as the
CRAY T3D and the IBM SP2, as well as networks of
workstations (if the network is provided with the
a p p ropriate message-passing library). The strategy also
works on shared memory computers (SMPs). ICF3D
has successfully run on uniprocessor workstations and
DMPs such as the T3D, as well as on SMPs like the 12-
node SGI Power Challenge.

We divide the physical domain into nearly disjoint
subdomains, one per PE, and “leave” the subdomains
distributed on the PEs. Each PE receives a description of
only its subdomain plus a layer of adjacent ghost cells.
In Fig. 1, we display the entire subdomain (including
ghost cells) sent to one PE. The subdomain consists of 96
owned cells and 236 ghosts. (This example has a bad
surface-to-volume ratio.) There are 108 hexahedra, 96
prisms, 96 pyramids, and 32 tetrahedra. Only 48 hexa-
hedra, 16 prisms, 24 pyramids, and 8 tetrahedra are
owned cells. The peculiar cones and innermost sphere
primarily consist of ghost cells. They appear since the
domain decomposition re q u i res that each owned cell
know about all cells that share one of its vertices.

The subdomains are described in the input files,
which are written in the modified AVS UCD format.

The modification consists of assigning global as well as
local sequence numbers to both cells and nodes, and
tagging the cells with the number of the PE that owns
it. The input files are written by the generator; and
only it has access to the entire domain. The generator
initializes the problem, decomposes the domain, and
determines which PE owns which cell. The assignment
of nodes to specific PEs is done by ICF3D itself. Thus,
since cells do not migrate across the PEs, the task of
load balancing the PEs is assigned to the generator.

We use a “coarse grained” parallelization strategy;
the code is not replete with parallelization commands.
Crucial code segments have been identified as requir-
ing information that resides on another PE. At such
segments we insert statements of the type

if (Number PEs >1) call fooMPP();

Such branching statements appear at a high level in
the code.

For parallelization purposes, the physics modules
may be roughly divided into three kinds: embarrassingly
parallel, clearly parallelizable, and hard to parallelize
efficiently. The first type consists of modules such as
the EOS; nothing special is done since each PE works
only on the cells it owns. Explicit time-differencing
methods such as the hydrodynamic step are clearly
parallelizable. Such methods have an easily identifi-
able, compact domain of dependence. For example, a
cell‘s hydro variables at one time step depend on only
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FIGURE 1. Entire subdomain given to a PE when decomposing a
sphere and running in Cartesian coordinates. Figure includes both
owned and ghost cells.     (50-06-1296-2785pb01)



old values of that cell and its neighbors. If the neighbor
cells are owned by the same PE, no extra work is
required. If some of the surrounding cells belong to
another PE, a copy of that cell is a ghost cell of this PE.
It is the responsibility of the message-passing routines
to get the required information. The third, hard-to-par-
allelize-efficiently are those modules that require
global communication, e.g., the initialization and solu-
tion of linear systems. That subject is discussed in
“Parallel Solution of Linear Systems” (see p. 175).

When running in parallel, we use one of two
libraries in one of two modes. In one mode, for porta-
bility, we call routines from the industry standard MPI
message-passing library. On the Cray T3D, we also
provide the option of using the native SHMEM library,
since efficient implementation of MPI is site-depen-
dent. In the early stages of our parallelization work,
the LLNL MPI library was extremely slow. Now, the
SHMEM and MPI performances are nearly equivalent.
Nevertheless, having a choice of libraries has proved
invaluable; when one breaks, we switch to the other. In
the other mode, we have an additional object-oriented
layer, C4,18 which is itself written in C++ and thus
allows better use of that language. For example, MPI
routines require that we explicitly state the data type of
the arguments. In C++, such type-description is unnec-
essary since, unlike in FORTRAN, the argument carries
information about its type. C4 has also been general-
ized so that it either calls SHMEM or MPI.

The interface to the MPI, SHMEM, or C4 functions
is through special message-passing objects (MPOs),
which are constructed at the start of the run. These
objects store the information required to effect the mes-
sage passing. For example, assume that at each time
step, PE0 sends to PE9 nodal data corresponding to
nodes with global sequence numbers 500 and
1,000,001. These nodes will have different local
sequence numbers, e.g., 10, 11 on PE0, and 50, 70 on
PE9. The MPO stores the number of the other PE, the
length of the message, and the local sequence numbers
on this PE. Thus, on PE9 the MPO knows it is to
receive two numbers from PE0 which are to be stored
in locations 50, 70.

Whenever we enter a module that requires commu-
nication, such as the hydro package, we allocate
buffers of the proper size to store the messages. The
buffers are deallocated when that module is exited. In
the future, to avoid repeated calls to memory alloca-
tion routines, we will allocate a permanent block of
memory during the initialization step and have the
MPO reuse this block.

Parallel Hydrodynamics

The hydrodynamic module is fully parallelized. We
use three kinds of MPOs. (Only two are needed for
Eulerian calculations.) One communicates facial infor-

mation, the other nodal. The former is used to com-
pute fluxes (on cell faces) on inter-PE boundaries. The
latter is used in the limiting process, which deletes
unphysical extrema in the solution. For Lagrangian
runs, additional MPOs pass the required information
to compute the velocity of nodes lying on inter-PE
boundaries. We have verified that, to round-off preci-
sion, the results are independent of the partitioning of
the domain amongst the PEs.

The hydro scheme, being explicit, lends itself nicely
to parallelization, with results scaling with the number
of PEs used. In Table 3, we display timings from a test
problem. The problem is run in Cartesian coordinates,
but the mesh is generated with cylindrical coordinates.
In the results, we fix the number of cells and increase
the number of PEs. Let NPE denote the total number of
PEs, PEconfig the PE configuration in the (R, θ, Z) direc-
tions, cellconfig the number of owned cells in (R, θ, Z),
cellratio the ratio of owned to ghost cells, Time the exe-
cution time, Speedup the ratio of Time to Time for the
32-PE run, and E = Speedup/(NPE/32) the efficiency.
The efficiency results reflect the fact that as NPE
increases, cellratio degrades, which creates a greater
message passing overhead.
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TABLE 3. Timing results (in s) obtained from a test problem run in
Cartesian coordinates and with mesh generated with cylindrical
coordinates.

NPE PEconfig Cellconfig Cellratio Time Speedup E

32 (8, 1, 4) (8, 16, 8) 1.32 959.7 — —

64 (8, 1, 8) (8, 16, 4) 0.90 501.0 1.92 0.96

128 (16, 1, 8) (4, 16, 4) 0.74 264.6 3.63 0.91

256 (16, 1, 16) (4, 16, 2) 0.42 149.9 6.40 0.80

Parallel Solution of Linear Systems
At the time of writing this article, we are still

developing parallel solutions to linear systems. What
follows here is a general discussion of the topic; tim-
ings and scalings will be presented at a later date.

The linear systems generated by ICF3D are larg e ,
sparse, symmetric, and positive definite, and there f o re
ideally suited for PCG. For uniprocessors, we offer thre e
kinds of preconditioners: IC, one-step, and multistep
Jacobi. Their parallel implementation is described below.

The CG iterations consist of vector sums, inner pro d-
ucts, matrix vector multiplications, and the solution of
the preconditioning system. These operations are easy
to implement if the nodes are assigned to the PEs. This
is done in parallel at the start of the run. Nodes on or
inside inter-PE boundaries are assigned without any



need for message passing. Ownership of nodes on the
“outside” of the ghost cells re q u i res point-to-point com-
munication. After this initialization, every node on
every PE has been tagged with the PE that “owns it.”

Once the nodes have been assigned, the vector sums
a re trivial to implement. Each PE only updates the nodes
it owns. For the inner products, each PE computes a pre-
liminary accumulation of its owned nodes and then calls
a global “reduction” routine provided by the message-
passing library. These calls are potential bottlenecks since
they re q u i re an all-to-all PE communication.

The matrix is distributed amongst the PEs as fol-
lows. We use a row-wise assignment of the matrix
coefficients. Each PE eventually gets all the matrix
coefficients for the rows corresponding to nodes that it
owns. The coefficients come from integrations over
cells, e.g., Eq. (22). If xi is owned by the PE but lies on
an inter-PE boundary, the contribution from a particu-
lar cell is done by the PE that owns the cell. With the
FE scheme, each PE computes the matrix coefficients
just as in the uniprocessor case, i.e., it integrates only
over owned cells. Then, special MPOs determine
which contributions need to be exchanged with other
PEs. As for the hydro MPOs, the matrix MPOs are con-
structed during the initialization phase.

Once the matrix is distributed, the matrix vector
multiplications are relatively straightforward. If

(25)

is one of the owned elements of the PE, the product is
easily done if the PE has the latest xj values. For some
yi, the requisite xj are owned by other PEs. Those val-
ues are delivered to the PE by other MPOs.

L a s t l y, we discuss the preconditioners. For one-step
Jacobi, message passing is not re q u i red. Multistep
Jacobi, which is one example of a polynomial pre c o n d i-
t i o n e r,1 3 re q u i res a matrix vector multiplication. Each
step is preceded by a send/receive. For IC, our plan is
to perform the usual ICCG(0) algorithm but ignore cou-
pling across the PEs. In this way, we avoid the 
fundamental bottleneck of ICCG, namely, how to paral-
lelize the solutions of the triangular systems. If the
domain decomposition has a low surface-to-volume
ratio, this approach is efficient. Eff e c t i v e l y, the decom-
position is even more incomplete than on a unipro c e s-
s o r. At the very least, this parallelizes, does not re q u i re
any message passing, and should outperform one-step
Jacobi because the latter is the limiting case of a decom-
position so incomplete that it ignores all coupling.

Numerical Results

In this section we present results of test problems in
order to display some of ICF3D’s capabilities and
check the algorithms. The section is divided into thre e

    

yi = Ai , jx j
j

∑

parts. “Hydrodynamic Problems” (see below) discusses
two hydrodynamic problems—the Rayleigh–Taylor and
Richtmyer–Meshkov instabilities—which use only the
h y d ro physics module and ideal gases, i.e.,

w h e re γ and cv a re user-specified constants. In 
“Non-linear Diffusion Problem” (see p. 177), we turn
our attention to the heat conduction module and simu-
late nonlinear diffusion. The calculation is done in 3-D
Cartesian coordinates, but by construction, the pro b l e m
should be spherically symmetric. Finally, in “Coupled
Physics Problem” (see p. 178), we discuss a contrived
test problem that exercises all of the available physics
modules, a realistic material, hydro, heat conduction,
and radiation, and compare our results to LASNEX.

Hydrodynamic Problems

We consider a class of instabilities where two fluids
of different densities are subjected to an acceleration g.
Theoretical work on the growth of a perturbed inter-
face in which a light fluid supports a heavy fluid was
originally presented by Taylor19 who studied perturba-
tions of the type

(26)

w h e re z0 = const., k a << 1, and the wave number k =
2 π/λ. Taylor showed that the amplitude a satisfies

(27)

where A = (ρ2 – ρ1) /(ρ2 +ρ1) is the Atwood number,
defined in terms of the densities on either side of z0,
and where g = –g .

We simulate two cases: (1) the Rayleigh–Taylor insta-
bility in which g = const. and (2) the Richtmyer–Meshkov
instability in the acceleration is impulsive, e.g., caused by
a shock.

Rayleigh–Taylor Instability
We consider the nearly incompressible case suggested

by Ta b a k ;2 0 we set γ = 10 in both gases. The computa-
tional domain consists of a box with axial extent, 0 ≤ z ≤
2λ. The initial equilibrium density distribution is

(28)

where l = 1.1λ. We run this problem in the Lagrangian
mode. At t = 0, we initialize the grid with a sinusoidal

    

ρ =
10 z l( )1 9

0 ≤ z ≤ λ

100 z l( )1 9 λ ≤ z ≤ 2λ

 
 
 

  

    ̂ z 

    

d2a

dt2 = kg t( )a t( )A ,

    δz = a cos kx ,

    γ − 1( )cvT = γ − 1( )ε = p/ρ ,
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Richtmyer–Meshkov Instability
In this problem, analyzed by Richtmyer,21 a per-

turbed interface interacts with an incident planar
shock. Before the shock’s arrival, the interface is in
equilibrium since the two gases have equal pressures.
From 1-D theory (no perturbation), a shock-on-contact
interaction results in a displacement of the interface
and two waves, one transmitted, another reflected. The
transmitted wave is always a shock. The type of
reflected wave depends on the unshocked density of
the gas on the side from which the shock is traveling. If
this side is of higher (lower) density than the other gas,
the transmitted wave is a rarefaction (shock). If the
“shock-incident” side is of higher density, the ampli-
tude of the perturbation changes sign. In either case,
after the interaction, the amplitude is abruptly dimin-
ished, but later grows linearly in time.

For the simulation, we run in the Eulerian mode to
avoid tangling the mesh and to follow the growth into
the nonlinear regime. In the results, z is the horizontal
direction and x the vertical. We use the specifications
relayed by Dimonte.22 The domain consists of (0, 0) ≤
(z, x) ≤ (0.04, 0.005). We simulate only half a wave-
length along x and apply symmetry conditions at
transverse boundaries. For z, we apply symmetry at
z = 0, and inflow at z = 0.04. The initial perturbation is
given by Eq. (26) with a = 10–3, k = 200 π, and z0 = 0.03.
The initial conditions are characterized by three
regions: the left z < z0, the right unshocked z0 ≤ z < zs,
and the right shocked zs ≤ z, where zs = 0.32 is the posi-
tion of the incident, planar shock. The conditions are
described in cgs units in Table 4.
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perturbation at z = λ with amplitude a = 2.25 × 10–4 ∆z
where ∆z = 2λ/Nz is the unperturbed grid spacing. The
perturbation is feathered into the z direction three
zones deep on either side of the interface. We consider
three problems. In each one, we initialize one-half
wavelength in the transverse direction. In all cases we
use 40 cells in the z direction. The problems are 
• A 2-D case with 20 cells in the x direction. The per-

turbation is given by Eq. (26) with z0 = λ.
• A 3-D case with 20 cells in both x and y directions.

The perturbation is given by

and kx = ky.

• A 3-D case with 20 cells in both x and y directions.
The perturbation is as above except kx = 3ky.

The wavelengths are chosen so that all cases have the
same total wave number k =               .

For constant g, Eq. (27) implies that the perturbation
grows exponentially with growth rate Γ =             .
Hence, all three cases should grow at the same rate.
With k = 2π/0.001 and g = 0.33671717, we obtain Γ = 41.6.
F i g u re 2 displays log1 0(a ) vs t for t ≤ 0.25 and t ≥ 0.05,
after the system has settled into an eigenmode. After
0.25, the mode reaches an amplitude of approximately
0.1 λ and saturates. The numerical Γ is within 1% of
the theoretical value. This test problem shows the abil-
ity of ICF3D to model the linear regime thereby
demonstrating the accuracy of the method. In Fig. 3,
we display the interface at t = 0.14 for the kx = ky case.

    
δz = zo = acos kxx( )cos kyy( ) ,

kx
2 +ky

2

Agk

FIGURE 2. Rayleigh–Taylor problem showing common logarithm of
mode amplitude vs time. Labels A, B, and C correspond to 2-D, 3-D
square, and 3-D asymmetric cases, respectively.     (50-06-1296-2786pb01)

FIGURE 3. Rayleigh–Taylor problem showing perturbed interface at
t = 0.14 ns.     (50-06-1296-2787pb01)



(29)

where a and n are constants. If the initial condition is a
delta function and the domain extends to infinity, the
analytic solution is given in Ref. 24. By conservation of
energy (heat), the solution satisfies

The analytic solution is given in terms of the radial posi-
tion of the front rf and the temperature at the center Tc i n

(30)

(31)

and

(32)

The constant ξ depends only on the conductivity expo-
nent n. For our test, we use n = 3 and obtain

For the numerical test, we set a = Q = 1 and dis-
c retize 1/8 of a sphere: 0 ≤ r ≤ 1 and 0 ≤ θ, φ ≤ π/ 2 ,

    
ξ n=3 = 0 . 8 9 7 9  .
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TABLE 4. Conditions (cgs units) used in the Richtmyer–Meshkov
instability problem.

Region Density Velocity Pressure γ

z < z0 0.12 0 4.92048 1010 1.45

z0 ≤ z <zs 1.7 0 4.92048 1010 1.8

z < z0 3.6617120 –2.453647 105 2.4 1011 1.8

FIGURE 4. Richtmyer–Meshkov
problem showing density
(g/cm3) at various times. (a) is at
t = 0 ns; (b) at t = 7.0 ns, (c) at t =
22.2 ns, (d) at t = 36.8 ns, (e) at 
t = 53.3 ns, and (f) at t = 77.5 ns.     
(50-06-1296-2788pb01)

With these conditions, we expect a reversal of the
interface, followed by a growth of the amplitude and
an eventual nonlinear stage setting in. In Fig. 4, we
p resent a time sequence of ρ. Fig. 4(a) shows the ini-
tial condition. In Fig. 4(b), t = 7 ns, the shock has
a l ready hit the interface, producing a transmitted
shock and a reflected rarefaction. Note the re v e r s a l
of the interface. The results in Figs. 4(c) and 4(d), at 
t = 22 ns and 37 ns re s p e c t i v e l y, show the onset of
the nonlinear stage. In Fig. 4(e), t = 53 ns, the inter-
face is beginning to form spikes. By this time, the
shock has reflected off the left boundary but has not
yet interacted with the interface. By the end of the
simulation, t = 77.5 ns Fig. 4(f), the reflected shock
has passed through the interface. The interface is
now severely deformed. At this time the shock is at
z = 0.014 and has itself developed a slight deforma-
tion. These results are in qualitative agreement with
the ones published by Cloutman et al.2 3

Nonlinear Diffusion Problem

We now consider the spherically symmetric, nonlin-
ear diffusion equation



FIGURE 6. Shock tube problem results from ICF3D showing p vs z.
All physics running.     (50-06-1296-2790pb01)

w h e re θ denotes the polar angle. We impose symme-
try conditions along φ = 0 and θ = φ = π/2. Along r =
1 we also impose symmetry, but this condition is
unnecessary since we halt the calculation when rf ≈ 0.8.

We generate the grid in spherical coordinates by
c o n s t ructing a logical (k, l, m) grid, where (1, 1, 1) ≤
(k, l, m) ≤ (km a x, lm a x ,mm a x}, set (km a x, lm a x,mm a x ) =
(21, 9, 9), and use uniform grid spacing. There are
(km a x –1) ( lm a x –1) (mm a x –1) = 1280 cells. Before ru n-
ning, we convert the grid into Cartesian coord i n a t e s .
This creates cells of all admissible types since the
s p h e r i c a l to Cartesian coordinate transformation
results in degenerate nodes. There are (mm a x – 1 )
(km a x –2) prisms along the z axis. At the origin there
a re mm a x –1 tetrahedra and (mm a x –1) ( lm a x –1) pyra-
mids. The remaining cells are hexahedra.

In Fig. 5 we present the numerical solution at t =
0.2821 ns along each Cartesian coordinate axis. The
analytic solution given by Eqs. (30) through (32) is
also displayed as curve D. The numerical solutions
on the three axes are nearly indistinguishable.
Examination of the data shows that the central tem-
p e r a t u re, 0.0671, is within 1% of the analytic value,
0.0676. 

Coupled Physics Problem
The final test problem was constructed to test the

interaction of all the physics packages pre s e n t l y
available in ICF3D: a real gas EOS, hydro motion,
S p i t z e r-Härm heat conduction, and radiation diff u s i o n .
The problem models a shock tube filled with beryllium
(SESAME table no. 2020); the numbers used in the simu-
lation are not meant to model any experiment.

We run this in a 1-D mode, i.e., only one cell in
each of the x and y d i rections. The initial conditions
vary only with z. The initial density ρ is 1.0 gm/cc
e v e r y w h e re. We initialize with a higher (1 keV) tem-
p e r a t u re on the left, and on the right, we set T = 
0.1 keV. The initial velocity is set to zero. For the
radiation, we use only one group and set the opacity
to a constant 1 cm2/gm. We impose symmetry con-
ditions on the left and right boundaries and run in
the Lagrangian mode, using 203 zones in the calcula-
tion. Initially, the grid is uniform.

In Fig. 6 we display the pre s s u re at t = 0.1 ns when
ICF3D computes the joint effect of hydrodynamics, radi-
ation transport, and heat conduction. Since there are no
analytic solutions for this problem, we compare the
ICF3D calculation to one done with LASNEX. The
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FIGURE 5. Diffusion problem showing temperature profile vs
radius along coordinate axes x, y, and z (curves A, B, and C) at t =
0.2821 ns. Curve D is the analytic solution.     (50-06-1296-2789pb01)
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concern is whether or not the inherently nodal re p re-
sentation of diffusion type problems clashes with the
fundamentally cellular re p resentation of the hydro
variables. Again, experience in LASNEX as well as
the encouraging results from the “Coupled Physics
P roblem” section (see p. 178) alleviates this concern.
Hence, we should be able to reap all of the benefits
f rom FE methods.

So far, the parallelization efforts are a resounding
success. In the past year, most of the hydro develop-
ment effort has been done on the LLNL CRAY T3D
because we obtain results that much faster when run-
ning on 32 PEs. We are now finishing parallelizing the
linear solver and look forward to running coupled
problems in parallel.

We have found the C++ programming language
to be a helpful tool in organizing a physics code of
the complexity of ICF3D. Our experience has given
us new ideas on how to organize even larger codes
for ease of maintenance and how to program them
for maximum speed. We plan to implement these
ideas so that ICF3D can grow into the best possible
full-scale production code. The full-scale code will
also benefit from our re s e a rch in such areas as
numerical hydrodynamics and the use of parallel
p rocessors to solve linear equations for diff u s i o n
p ro b l e m s .
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Introduction
There are many potential designs for the proposed

National Ignition Facility (NIF) that would be expected
to meet the machine’s functional requirements, but at
widely varying costs. Given the size of this project, an
effort has been made to assure that we are, indeed,
designing the least expensive option possible.

During the previous three years of NIF design, we
have considerably refined computer codes used for
such optimization analysis. During the conceptual
design phase of NIF, we used a simplified code, culmi-
nating in the configuration presented in the Conceptual
Design Report (CDR)1 published in May 1994. For the
NIF Advanced Conceptual Design (ACD), we used a
grouping of several codes that allowed design opti-
mization coupled with more sophisticated propagation
models.  In this article, we review some of the assump-
tions and modeling procedures used in both sets of
computer codes. We also summarize our results from
the ACD optimization activity that resulted in the cur-
rent (Title I) NIF design.

Computer Codes Used in NIF
Optimization

Two computer codes were primarily used in NIF 
optimization: CHAINOP and PROPSUITE. The multi-
platform code CHAINOP is the original optimization
tool used during the CDR design process for NIF.
CHAINOP’s goal is to combine models of laser chain lay-
out, cost, and performance in a way amenable to speedy
analysis of several thousand potential system designs,
identifying those least expensive configurations that ful-
fill functional re q u i rements. (A laser “chain” refers to the
sequence and spacing of optical components in one beam
of a large laser system; there are 192 laser chains in NIF. )
CHAINOP permits certain kinds of constraints, such as

damage fluence limits, B-integral limits, and irradiance
modulation limits, that guide the optimization into safe
laser designs via simple, often heuristic models. With a
ray-trace model for tracking beam size changes and 
single-value loss and saturating gain models for energ e t-
ics, CHAINOP reveals little specific detail of spatial and
temporal characteristics of pulse propagation. These
a p p a rent simplifications are somewhat deceptive, how-
e v e r. Many of the heuristic models contained in
CHAINOP are the result of detailed studies of physical
p rocesses, and allow the code to predict reliably laser
designs that are consistent with the more robust model-
ing tools that were subsequently developed.

As our confidence grew in the modeling eff o r t s
for individual processes like diffraction pro p a g a t i o n ,
f requency conversion, amplifier pumping, and
optics damage, we were able to assemble individual
computer codes into a more sophisticated optimiza-
tion package called PROPSUITE. The backbone of
PROPSUITE is a beam propagation code called
PROP92 that uses Fourier methods to follow temporal
and spatial details of a laser pulse as it traverses an
optical chain. Among other things, this code includes
effects of paraxial, nonlinear beam diffraction, beam
movement for vignetting purposes, energy clipping at
pinholes, and clipping of the beam on a hard aperture.
It also allows for inclusion of detailed phase represen-
tations of optics surfaces. For a detailed discussion of
PROP92, see p. 207 of this Quarterly. During optimiza-
tions, the laser was modeled along the direction 
of beam propagation, and in one transverse dimen-
sion—in this case, along the horizontal axis. The spa-
tial resolution considered was up to ~32,000 points
over a 50-cm aperture, sufficient to resolve the fine
spatial features of the optics surfaces. Simulations
involving both transverse dimensions are too slow to
put in an optimization loop; however, designs from the
one-dimensionsal (1-D) optimizations have been fur-
ther analyzed and confirmed in two-dimensional (2-D)
simulations.
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The PROPSUITE collection also includes frequency-
conversion computer codes with either plane-wave
models or a 1-D spatio-temporal model of conversion
(THGFT02 and THGXTZ002). Specifics of amplifier
flashlamp pumping are modeled by a 2-D optical ray-
trace computer code. The thermo-mechanical effects 
that cause pump-induced distortions are handled with
public-domain software TOPAZ and NIKE3D. 
PROPSUITE also used the SUPERCODE shell, exer-
cised extensively for tokamak systems studies, to per-
form multivariable optimizations. Additional codes
were developed to do system layout calculations,
based on rules in CHAINOP, and to tie the codes
together. For optimizations, calculations of several
thousand possible designs were done on a cluster of 28
workstations using parallel processing with the public
domain software PVM. 

In the following sections we discuss some of the
basic modeling concepts contained in both CHAINOP
and PROPSUITE.

Chain Layout

Both CHAINOP and PROPSUITE were designed
a round the NIF multipass arc h i t e c t u re of a re l a y e d ,
m i r ro red cavity containing one or two amplifiers, a
spatial filter, and a Pockels cell switch/polarizer. The
cavity is followed by a booster amplifier, transport
spatial filter, transport mirrors, frequency converter,
final focusing lens, kinoform diffractive optic plate,
and debris shield. A schematic of the layout is 
shown in Fig. 1. Other architectures were considered
for NIF over the years, including Nova-like Master
Oscillator–Power Amplifiers (MOPAs), two-pass sys-
tems, and others. CHAINOP and PROPSUITE have

also been employed to look at the French Reverser/U-
turn architecture.

For most NIF optimizations, this basic architecture
was fixed, with the thickness of laser slabs and the
number of slabs in each amplifier being the only layout
parameters varied.  

Laser Beam Size

CHAINOP and PROPSUITE use the same approach
for determining the size of the laser beam that can be fit
within a chain, starting with the hard (metal) aperture of
the laser. This aperture can be square or re c t a n g u l a r, the
current NIF design being 40 cm square. Determination
of the size of beam that can fit within this aperture is
dependent on the component spacings in the layout
and necessary alignment tolerances. Component spac-
ings determine the slight angle of the beam with
respect to the chain axis necessary to pass through dif-
ferent pinholes on each pass in the spatial filters. As
this angle increases, the size of beam that can fit within
the hard aperture is reduced. This reduction in fill fac-
tor is known as vignetting. Separate pinholes for each
pass are necessary primarily because ablated plasma
on the edge of a pinhole can potentially block that pin-
hole to any subsequent passes of the beam. Pinhole
separations are set by the more restrictive of either
machining constraints in pinhole fabrication or sizes of
optics that sit near the pinhole plane. These pinhole-
plane optics include a mirror to inject the beam on the
first pass in the transport spatial filter and a beam
dump to catch that small fraction of the beam in the
cavity not ejected by the Pockels switch on switch-out.
The cavity filter pinhole spacings in NIF are set by
machining constraints. 
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FIGURE 1. Schematic of NIF layout (not to scale).     (70-00-1296-2745pb01)



An alignment tolerance of ~0.5 cm is included
around the injected beam inside the hard aperture.
This allows for beam or optics misalignment in 
the chain. 

The beam intensity is nominally flat-topped, spa-
tially, and tapers to zero at the edges. This taper is
modeled with an error function, a shape somewhat
more robust against diffraction ripples than some
other shapes. Steeper edges increase the beam fill fac-
tor but simultaneously cause intensity spikes from
edge diffraction and beam clipping at the pinholes.
The taper distance of ~3 cm in the baseline design was
determined as part of our optimization process.

The variables studied during NIF optimization
affecting the beam size were hard aperture, number of
laser slabs (which affects vignetting loss), and apodiza-
tion tolerance. 

Amplifier Gain and Pump-Induced
Distortions

Gain of an amplifier slab depends on the stored
energy density in the slab. This in turn depends on the
pumping from flashlamps, Nd3+ concentration, slab
thickness, and depumping due to Amplified
Spontaneous Emission (ASE). The pumping term from
flashlamps depends on the number of lamps per slab,
their diameter, and electrical power pumped into the
lamps. Both CHAINOP and PROPSUITE used a repre-
sentation of the emission spectrum of flashlamps as a
function of pumping power, absorption spectrum of
laser glass, ASE depumping rate, and lamp-to-slab
coupling efficiency. Coupling efficiency was based on
2-D ray-trace calculations, validated by measurements
on Beamlet (a prototype of one NIF beamline in opera-
tion at LLNL), and is a function of reflector geometries,
component spacings, slab thicknesses, and other
parameters. Ray tracing was not included in the opti-
mization directly. Rather, both codes used information
from previous runs that covered the parameter space
of interest. 

Because PROPSUITE considers propagation eff e c t s
on the beam spatial profile, we included pump-induced
distortions in modeling. This distortion is the local steer-
ing imposed on the beam caused by the nonuniform
heating of laser slabs and their subsequent deformation.
Predicting this distortion requires three-dimensional
(3-D) thermo-mechanical modeling of laser slabs under
pumping conditions, giving time-dependent slab
motion. These are lengthy computations, so prior to
doing optimizations, a large number of cases were run
covering ranges of the variables of interest. These
results were stored in a database in which the code
could interpolate to find distortions for any given com-
bination of variable values.

Laser slab gain in both CHAINOP and PROPSUITE
was modeled using the Frantz–Nodvick equations,

which describe both the exponential growth of the
beam fluence and the decay of the population inver-
sion.2 These equations are based on assumptions that
(1) pumping to the upper laser level is negligible dur-
ing the time the laser pulse extracts energy;  (2) gain
reduction due to spontaneous emission is negligible
compared to stimulated emission during extraction;
and (3) the cavity geometry is such that the laser pulse
does not overlap on itself in space at any given time.
With these approximations, extraction is only a func-
tion of fluence, and information regarding the detailed
temporal shape of the pulse is not necessary.  This
allows us to reduce calculation time significantly by
approximating a temporally shaped pulse with a tem-
porally square pulse, while still accurately calculating
the energetics of extraction and saturation. This is
described in more detail below in the section entitled
Temporal Pulse Shape.

The variables studied during NIF optimization
affecting the gain and pump-induced distortion were
thickness of the laser slabs, Nd3+ concentration in the
laser glass, duration of the flashlamp pumping pulse,
and number-per-slab and diameter of flashlamps.

Optics Losses and Aberrations

Optics losses in CHAINOP are simply subunity
multipliers on beam energy and power. They include
representations of laser glass surface scatter and bulk
transmission, transmission of antireflection (AR)
coated optics at 1ω and 3ω, bulk absorption of
KDP/KD*P at 1ω and 3ω, and reflectivity of high-
reflectivity (HR) coated mirrors. Bulk absorption of the
fused silica is negligible for thicknesses of optics con-
sidered in NIF. Transmissivity and reflectivity of the
polarizer were used to represent several effects, includ-
ing coating reflectivity, BK7 substrate absorption,
switching efficiency of the Pockels cell, and depolariza-
tion fraction of the beam due to stressed optics.
Losses were not temporally dependent.

Losses were similarly included in PROPSUITE. In
addition, by using a propagation code, it became possi-
ble to include spatially dependent representations of
the surface finishes and bulk homogeneity properties
of optics in the chain. This information was taken from
a variety of measured parts chosen to reflect projected
NIF manufacturing and finishing techniques. Because
considerably fewer parts had been measured than
were needed to represent an entire laser chain, it
became necessary to synthesize the 100-plus necessary
files. We did this by assuming that, for example, ampli-
fier slabs will have the same finish as the measured
parts, as quantified by the Power Spectral Density
(PSD) curve.3 We assumed, however, that phases of
the Fourier components of the surface representations
are randomized from one slab to another, resulting in
less constructive addition of phase noise from slab to
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slab. These aberration files are the dominant source for
beam intensity and phase modulation in simulations.

During NIF optimization, losses and aberration files
w e re not varied from a baseline set of assumptions.

Temporal Pulse Shape
NIF will use temporally shaped pulses for many

experiments, including ICF ignition. To reduce calcu-
lational re q u i rements, these pulses were re p re s e n t e d
in CHAINOP by an equivalent square pulse, having
a power the same as the re q u i red peak power for a
shaped pulse, and having the same total energ y. 
This is a reasonable approximation because the
Frantz–Nodvick equations depend only on beam
e n e rgy (fluence), not the time history of power over
the nanosecond durations of interest for NIF.
C o n s e q u e n t l y, temporally square pulses of a given
e n e rgy see the same overall gain as temporally
shaped pulses of the same energ y.

In CHAINOP, a square pulse is divided into two
pieces: the main body and the tail end. Because gain in
a laser slab is dependent on fluence history through
the slab previous to that point in time, as the amplifier
saturates, the tail end of the pulse sees a significantly
lower gain than the front.  A pulse that will be tempo-
rally flat at the end of the chain must, therefore, be
temporally increasing at injection. Beam filamentation
— c a t a s t rophic self-focusing due to the effects of a
n o nlinear refractive index—depends on the instanta-
neous beam irradiance. Consequently, monitoring the
power of the pulse’s tail in CHAINOP allows us to
track and limit the tendency of the beam to filament.

In contrast, PROPSUITE is capable of tracking the
beam shape at an arbitrary number of times. We used
eight time steps to represent the temporally shaped
indirect-drive ICF ignition pulse (See Fig. 2).  For this
pulse, the maximum effect from the nonlinear index of
refraction of the optics occurs somewhat before the
end of the pulse and at a time that varies with position
in the chain, justifying this more detailed modeling.

Frequency Conversion

The frequency conversion efficiency (3ω i r r a d i-
a n c e /1 ω irradiance) can be a function of space and
time given temporal or spatial variations of the
beam. Since neither temporal nor spatial modulation
is calculated in CHAINOP, both peak-power conver-
sion efficiency (averaged across the beam aperture )
and energy conversion efficiency for temporally
shaped pulses needed for NIF are code inputs.
Power conversion efficiency is used to determine the
filamentation threat to the 3 ω optics and peak power on
t a rget. Energy conversion efficiency is used to determine
e n e rgy on target and damage threat calculations.

In PROPSUITE both temporal and spatial intensity
information are available. Consequently, we use thre e
codes to calculate conversion efficiency dire c t l y. A plane-
wave/temporally varying field code is used to pre d i c t
the 1 ω temporal shape that would give the re q u i red 3 ω
pulse on target for any given converter design. The spa-
tially and temporally resolved 1 ω pulse at the converter
with this temporal shape is then generated with PROP92.
The conversion of this beam is then calculated with a full
spatio-temporal code that includes the capability of hav-
ing converter-crystal surface-finish noise added to the
beam phase. See the article “Fre q u e n c y - C o n v e r s i o n
Modeling” on p. 199 of this Q u a r t e r l y for a discussion of
these frequency conversion codes.

For NIF optimizations, thicknesses of the type I
doubler (KDP) and type II tripler (KD*P) and the
detuning angle of the doubler crystal were varied
independently. To allow for difficulties in aligning
crystals with respect to the beam, and for other prob-
lems, conversion calculations for the 1ω beam were
actually done at three detuning angles of the doubler, a
variable center angle and ±30 µrad around that. A
weighted average of the three was then used to deter-
mine energy on target. 

Beam Modulation

Since CHAINOP is zero-dimensional, the spatial
intensity/fluence modulation of the beam cannot be
directly calculated. This information, however, is 
necessary for evaluating damage to optics from high
fluences. Accordingly, a semi-empirical rule was
implemented that the peak-to-mean modulation in flu-
ence (φ) is given by 

φpeak = φavg(1.3 + 0.1e∆B)    . (1)

∆B is the B integral accumulated by the beam between
pinhole passes (using approximately the mean spatial
intensity). The B integral, in general, is defined as

(2)
    
B(z) =

2π
λ

γnl I( ′ z )d ′ z =
80π2n2

λcn
I( ′ z )d ′ z   

0

z
∫0

z
∫   ,
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FIGURE 2. Temporally shaped pulse used for optimizations.  The
gray line is the actual pulse shape needed on target.  The black line
is the eight-step approximation to this shape used in modeling.
(70-00-1296-2748pb01)



and is the nonlinear phase retardation (in radians)
experienced by a beam of intensity I (W/m2) and
wavelength λ (m) in traversing a medium of thickness
z (m) with refractive index n0 and nonlinear index n2

(from n = n0 + n2E2). (The nonlinear index may also
be a function of z in nonisotropic materials.)
Bespalov–Talanov theory predicts4 that small-scale
spatial ripples in the beam will grow nonlinearly, with
the most unstable perturbations growing as e∆B.This,
combined with the fact that beam modulation past a
scatterer in the absence of nonlinear effects is no more
than 1.4:1, and that in large laser systems it has been
experimentally observed that beam modulation is ~2:1
after a ∆B of 2 radians, leads to Eq. (1).

In PROPSUITE, beam modulation is calculated
directly, including diffraction and nonlinear effects.

Optics Damage Thresholds from
High Fluence

High laser fluences on optics over nanosecond-pulse
durations of interest for NIF can cause surface or bulk
damage sites. This damage is seen as pits in the surface
or coating of an optic, or damage spots in bulk. The
fluence t h reshold when this damage occurs is experi-
mentally found to be a function of the pulse duration.
For temporally Gaussian pulses, the experimental
database is well matched by the functional form fluence
damage threshold (J/cm2) = aτb , where a and b a re exper-
imentally determined and material-dependent constants
and τ (ns) is the full-width-half-maximum of the pulse. 

NIF pulses will typically range in temporal shape,
and may be significantly non-Gaussian. To account for
the effect of arbitrarily shaped pulses on damage
threshold, we used a damage diffusion model5 to
determine the damage thresholds. Because the ICF
indirect-drive ignition pulse shape used for optimiza-
tions is more square than Gaussian, the result is a 5 to
20% reduction in damage thresholds from those for a
Gaussian pulse for various materials and coatings.
This diffusion model adjustment of damage threshold
has not yet been experimentally tested.

The 3ω optics (tripler, final focus lens, kinoform phase
plate, and debris shield) are exposed to 1, 2, and 3ω l i g h t
s i m u l t a n e o u s l y. In general, damage fluence limits at the
longer wavelengths are significantly higher than at
shorter wavelengths, but we have found no additional
information re g a rding multiwavelength interactions.
A c c o rd i n g l y, we have based our damage limits on the 3ω
fluence only, with a damage threshold decreased by 10%
f rom its value under monochromatic illumination. This
assumption remains an area of uncertainty in our model-
ing, since we predict system performance to be limited by
3ω damage in the tripler.

Both CHAINOP and PROPSUITE used the same
damage thresholds.

Filamentation Risk

Filamentation damage (or “angel hair” damage) is
seen when the nonlinear index of refraction of an opti-
cal material causes self-focusing of small sections of a
high-intensity beam. These sections may start out as
small-intensity (a few percent above average) ripples
or bumps of a few millimeters in size on the beam. As
they self-focus, they decrease in size to hundreds of
micrometers in diameter or smaller, and increase to
very high irradiances (>100 GW/cm2). At some point
the irradiance is high enough to damage the material
and leave a visible track. 

This filamentation growth is a complex function of
the beam irradiance, nonlinear index of the material,
and size and shape of the irradiance perturbation that
self-focuses. It is also an inherently three-dimensional
p roblem, making modeling calculationally intensive,
although possible with present tools.6 H o w e v e r, it is
in fact not necessary to model growth of a filament-
ing bump to the point of damage in order to design
NIF because we desire to be far from this limit.
Consequently, a more heuristic approach was used in
the optimizations, based on the experimental observa-
tion that if small-scale beam noise is present, large lasers
tend to begin to break up into filaments after the beam
has experienced a B integral of ~2 radians. This
deserves a little more explanation.

The presence of small-scale beam noise is important
because bumps of small size (a few millimeters) grow
significantly faster than large-scale modulations. This
difference in growth rate has been understood for
many years.4

Elimination of these small-scale noise ripples is one of
the purposes of spatial filters in large laser systems. Each
laser chain in NIF will have two such spatial filters, one
in the cavity, and one for transport to the target, as
shown in Fig. 1. At the focal plane of each filter there
is a pinhole through which the beam passes. The pin-
hole size, however, is such that only spatial frequencies
present in the beam (in either phase or intensity) of
less than a certain value can pass through the pinhole.
Power at frequencies higher than this cut-off value is
dumped on the surface around the hole. For NIF this
c u t - o ff half-angle is 100 µrad, corresponding to spa-
tial ripple wavelengths of 1 cm. The net effect of this
spatial filtering is that perturbations with transverse
wavelengths less than 1 cm are clipped off at the pin-
holes. Consequently they cannot grow for more than
the B integral they experience between pinhole passes. 

In the chain design, then, we can limit B integral seen
by the laser between pinholes to a certain value as a sur-
rogate for calculating the beginnings of filament gro w t h .
For NIF optimizations, the between-pinhole B integral
limit (also known as ∆B) was set to 2.2 rad. This con-
straint was used in both CHAINOP and PROPSUITE.
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Optimization Variables and
Constraints

Techniques used in laser system optimizations are
discussed in the article “Laser Optimization
Techniques” on p. 192 of this Quarterly.  Our codes
were implemented with simplex, parabolic interpola-
tion, and gradient-search routines. The figure of merit
that the optimizer attempted to minimize by chang-
ing variables, and, at the same time, honoring several
constraints, was system cost divided by energy on tar-
get. These variables included hard aperture, injection
fluence, number of laser slabs in each amplifier, laser
slab thickness, Nd3+ concentration in laser slabs, flash-
lamp packing fraction, and apodization edge width. In
using a gradient-search optimization technique, we
took care in code development that there were no dis-
continuities in value or 1st derivative of figure of merit
or constraints, as a function of these variables.
Constraints that the optimizer used included energy
on target, fluence damage to components, and ∆B limits. 

Cost Algorithms

We have used different levels of cost modeling dur-
ing development of the NIF design. Those used in later
calculations included cost scaling rules, as a function
of the optimization variables, for ~30 nonoptical sub-
systems of NIF, and ~140 optical cost categories. These
rules were built on a cost database in the NIF
Conceptual Design Report, and were provided by the
NIF engineering team.

NIF Optimizations
Optimization studies with CHAINOP resulted in

the CDR design. Similar studies with PROPSUITE
resulted in the Advanced Conceptual Design (ACD)
layout. The current NIF design (Title I, or preliminary
design) has changed little overall since the ACD, so,
for purposes of this discussion, the two will be consid-
ered equivalent. In this section, we describe the ACD
optimization process and compare those results to the
conceptual design.

During the ACD, we used three optimization
approaches. In two approaches,  optimization routines
were used to find the least expensive design that meets
functional requirements. These methods yielded a
high-quality answer, but gave limited insight into
tradeoffs in design options. The third method was to
evaluate a large number of separate configurations
manually, covering some range of parameter space on
a uniform grid, and to graphically sort data according
to design criteria. This approach enables greater
understanding of the design space, but does not offer
assurance that the best possible design has been
included on the grid. The combination of this and the

optimization approaches gives confidence that avail-
able design space has been explored thoroughly.
Results from these methods are discussed below. 

Studies Using Optimizing Software

By decision of the NIF project, some parameters
were not varied during the final ACD optimization.
Specifically, after some preliminary results, the optical
clear aperture of the laser was fixed at 40 cm, laser slab
thickness at 4.1 cm, and transport spatial filter length
at ≥60 m. The optical clear aperture and slab thickness
values were both larger than those found by the unbi-
ased application of our optimization process. They
were chosen to increase the 1ω performance margin
(larger stored energy) and to decrease the risk of beam
filamentation (lower between-pinhole B integral). The
minimum transport spatial filter length was set pri-
marily from concerns about pinhole blowoff in the last
beam pass through the filter. (A shorter filter would
p roportionately decrease the pinhole size necessary
to filter features of given scale. This would both
i n c rease the irradiance on the pinhole edge and
d e c rease the closure distance.)  The detailed physics
of pinhole closure is currently poorly understood,
making a more conservative choice advisable. Other
values for these parameters would have saved addi-
tional money, but at the cost of decreased experimental
flexibility and increased technical risk.

Given these constraints, we performed an optimiza-
tion to determine the least expensive design overall, and
also the least expensive design with no amplifier adjacent
to the Pockels cell switch (the current design). These
results are shown in Table 1. They are compared to the
design arrived at during the CDR using CHAINOP (with
small changes to allow better comparison between cases).
The expected reduction in NIF cost by moving from the
CDR design to the other two designs, as determined fro m
the cost algorithms,  is also included.

It can be seen in this table that the least expensive
design (with the above constraints) is a 9/5/3 layout
(the layouts are referred to by the number of slabs in
each of the three amplifiers); the 9/5/3 layout is
approximately $10M less expensive than the CDR
design, but has a somewhat higher peak ∆B. The opti-
mal design without a switch amp is the 11/0/7 design,
with a cost approximately $4M less than that in the
CDR. The $4M difference between the CDR and Title I
designs is a small fraction of the total cost (~0.5%). The
fact that CHAINOP, used for the CDR optimization,
would suggest a design so close in cost (fractionally) to
the Title I design, developed by PROPSUITE, gives
confidence that CHAINOP provides accurate answers
in spite of its relative simplicity.

Although we predict that both the 9/5/3 and
11/0/7 designs will meet the performance criteria that
were set, there are a number of operational reasons to
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p refer the 11/0/7 layout. Most appare n t l y, from Table 1,
it has a noticeably lower maximum ∆B, yielding some
additional safety against nonlinear effects. Equally
compelling, the similarity to the 11/0/5 design for
Beamlet (the operational prototype NIF beamline)
makes operational experience gained on that machine
more relevant and will likely decrease prototyping
costs and/or risks. The absence of a switch amplifier
also both obviates concerns about the effects of mag-
netic fields on the operation of the plasma electrode
Pockels cell and greatly simplifies the alignment pro-
cedure. There are also some design cost savings in not
having a switch amplifier included in the analysis. For
all of these reasons, the NIF project chose the 11/0/7
design as its baseline for the ACD. 

The shift to the current NIF 11/0/5 design was
done as part of the Title I preliminary design activities.
It entailed slightly different assumptions than used
here, with somewhat increased risk, in order to realize
a lower cost.

Studies Using Parameter Scan
Optimization

In addition to optimizations, we used PROPSUITE to
perform parameter scans of the cost and performance of

a large number of designs (~50,000) in the vicinity of the
optimized NIF design. Parameters varied for this study
w e re slab thickness, number of slabs in each amplifier,
N d3 + concentration, and flashlamp pump pulse length.
This was done for 26 diff e rent combinations of the slab
counts in the three amplifiers (X/Y/Z). 

Figure 3 shows the results for cases with no switch
amp (Y = 0). Cost is plotted vs output energ y, with the
several points for each slab combination being diff e re n t
combinations of Nd3+ concentration, slab thickness,
and pump pulse length. The temporally shaped ICF
indirect-drive pulse from Fig. 2 was used in each case.
All other parameters were the same between designs
(including a 40-cm hard aperture). It can be seen that
there is some grouping of the various designs, with the
least expensive designs being 11/0/7, 11/0/5, and
13/0/5. Some designs with tighter grouping show a
greater robustness to parameter changes than others
(e.g., 11/0/7 vs 9/0/7). This is desirable in a system.
The designs at higher cost are typically characterized
by thin slabs and large injection energies. For instance,
the large number of thin slabs incurs a higher slab fin-
ishing cost and larger capacitor bank. Too few slabs in
the boost amplifier, which is only double-passed,
requires a larger injection energy and a more expensive
front end.
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TABLE 1. Comparison of the CDR design (9/5/5) and ACD optimized cases (9/5/3 and 11/0/7). 

Modified* CDR Least expensive, 11/0/7,
Parameter with new converter constrained,** optimized constrained,** optimized

Hard aperture (cm) 40 40 40

Main amp # slabs 9 9 11

Switch amp # slabs 5 5 0

Boost amp # slabs 5 3 7

Slab thickness (cm) 3.36 4.1 4.1

Injection energy (J) *** 3.2 1.2 2.2

Doubler thickness (cm) 1.35 1.36 1.36

Tripler thickness (cm) 1 1 1

Doubler detuning angle (µrad) 200 200 200

Flashlamp pump pulse length (µsec) 360 390 360

Nd3+ concentration (1020/cm3) 4.18 3.87 3.59

Transport spatial filter length (m) 65 60 60

Last two ∆B’s (radian) (at beam center) 1.3/2.05 1.7/2.2 1.7/1.8

Conversion efficiency (energy/peak power) (%)**** 60/80 60/79 60/79

Capacitor bank (MJ) 373 347 353

Total length (M1 to L4) (m) 135 128 123

Energy (MJ)/peak power (TW) in 600 µm LEH *** 2.2/612 2.2/608 2.2/607

Cost relative to CDR (M$) 0 –10 –4

* Changes from CDR: 1 × 1-cm pinhole spacing in cavity, new gain/loss assumptions, 4 × 2 amplifiers, 3.5-cm spatial filter lenses, and addition of target chamber
window. These assumptions were common to the other two designs.

** Constraints: 192 beamlets, 40-cm hard aperture, 60-m transport spatial filter, 4.1-cm thick slabs.

*** Before spatial preshaping for gain roll-off across the aperture.

**** Averaged over ±30-µrad doubler detuning angle.



All the designs in F i g . 3 p roduce slightly diff e re n t
e n e rgies and peak powers on target. In order to simplify
comparisons, it is possible to normalize all the designs
to have 2.2 MJ/600 TW on target by projecting small
changes in hard aperture and by scaling cost accord-
ingly. This scaling of the aperture leaves the B integral
unchanged for each design by incre a s i n g / d e c re a s i n g
the beam area. For example, if a design pro d u c e d
2.15 MJ and 580 TW, it would be scaled to a 40.7-cm
hard aperture, giving 600 TW and 2.22 MJ. The cost
was scaled as (hard aperture)0.8046, based on studies
done previously with CHAINOP. 

With this normalization, we plotted the various
cases against maximum ∆B in the system (Fig. 4). In
this display it can be seen that the 11/0/7, 11/0/5, and
13/0/5 designs are still least expensive, but that they
have substantial differences in maximum ∆B, with the
11/0/7 design displaying the lowest ∆B. 

In Figs. 5 through 7, successive filters are applied to
the data in Fig. 4. A large injection energy requirement
typically indicates a design where the modeled pulse is
close to the extraction limit of the system. This leaves
system performance very vulnerable to small uncertain-
ties in losses or gains. Designs with injection energies of
a few joules or less are safer; Fig. 5 shows cases that
have injection energies ≤5 J. The most attractive
designs are still the 11/0/7, 11/0/5, and 13/0/5,
although many of the 11/0/5 designs with thinner
slabs were eliminated.

Designs with overly large capacitor banks (and cor-
respondingly small injection energies) are simply

uneconomical, as more energy is stored than necessary.
These can also be thought of as designs with too many
slabs. Figure 6 shows cases filtered for capacitor bank
size ≤400 MJ. The 11/0/7, 11/0/5, and 13/0/5 designs
are still most attractive. Note that the optimum num-
ber of slabs is 16 to 18.

Results of a final filtering requiring laser slab 
thicknesses ≤4.2 cm are shown in Fig. 7, reflecting fab-
rication uncertainties with thick slabs. This filter
removes all the remaining 11/0/5 designs, leaving the
11/0/7 and the 13/0/5 designs as having comparable
minimum costs. The 11/0/7 designs, however, have
lower B integral. Clearly, given these criteria, the best
design with no switch amplifier is the 11/0/7.

We can compare these results to cases with a switch
amplifier. In Fig. 8, a subset of cases is shown having
slab counts of X/0/Z, X/3/Z, and X/5/Z, with all the
aforementioned filters applied. It is first useful to 
note that there are a large number of cases with
approximately the same cost ($660–$670M), but some
difference in B integral. Given that, however, it can be
seen that the 9/5/3 design is the least expensive
design, with the 9/3/5 and 11/0/7 close behind. These
results agree with those cases found by the optimizer,
and shown in Table 1: the 9/5/3 design is the least
expensive, but has a somewhat higher B integral than
the 11/0/7 (2.1 to 2.2 vs 1.7 to 1.8 rad).  The design
chosen by the project is circled on Figs. 7 and 8. The
11/0/7 designs that have slightly lower cost and B
integral than the one selected have thinner slabs than
the prescribed 4.1 cm. 
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FIGURE 3. Full parameter scan
results for cases with no switch
amp (X-0-Z).     
(70-00-1296-2779pb01)
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FIGURE 4. Data from Fig. 3
(X-0-Z parameter scan), 
aperture-scaled to 2.2MJ, and
compared on the basis of 
maximum B integral.     
(70-00-1296-2780pb01)

FIGURE 5. Data from Fig. 4 
(X-0-Z parameter scan), clipped
at injection energy ≤5 J.     
(70-00-1296-2781pb01)
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FIGURE 6. Data from Fig. 5 
(X-0-Z parameter scan), clipped
at injection energy ≤5 J and
capacitor bank size ≤400 MJ.     
(70-00-1296-2782pb01)

FIGURE 7. Data from Fig. 6 
(X-0-Z parameter scan), clipped
at injection energy ≤5 J, 
capacitor bank size ≤400 MJ,
and laser slab thickness ≤4.2 cm.
(70-00-1296-2783pb01)



Summary
The NIF design is based on cost/performance

optimization studies. These studies were done in
two phases, and with two codes: a zero - d i m e n s i o n a l
performance model (CHAINOP) for the C o n c e p t u a l
Design Report, and a one-dimensional pro p a g a t i o n
model (PROPSUITE) for the Advanced Conceptual
Design (ACD). These ACD results using PROP-
SUITE led to 11/0/7 design of Table I. The curre n t
Title I 11/0/5 design activity was a result of further
cost and risk studies. These efforts give us confi-
dence that we are designing the (appro x i m a t e l y )
least expensive system meeting the functional
re q u i re m e n t s .
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Introduction
One of the challenges in designing a large laser sys-

tem like the proposed National Ignition Facility (NIF)
is determining which configuration of components
meets the mission needs at the lowest construction cost
with the largest margin in performance without any
optical damage.  Such an endeavor could credibly
require evaluation of a million different designs
because we must consider a range of values for each of
many parameters: different numbers of beamlets, dif-
ferent aperture sizes, different numbers of laser slabs,
different thicknesses of slabs, etc. The evaluation of so
many designs with even a minimum of detail is
impractical with current computing ability. There is
hence a premium on the development of techniques to
determine the best design without evaluating all of the
practical configurations. 

What Is an Optimization?
Optimization is the process of finding the best set of

values for a system’s identified design parameters.
There are three steps to optimization. First, we identify
exactly what aspects or measures of the system would
define a better system if they were enhanced, such as
improved output, lowered cost, improved reliability, or
a combination of measures with appropriate w e i g h t i n g
factors. This is often the most difficult step, because it
re q u i res that we truly understand what constitutes a bet-
ter system. Second, we define a mathematical function
known as a figure of merit (FOM) that incorporates
these measures and has both of the following charac-
teristics: (1) the value of the FOM increases or
decreases according to our selected measure of good-
ness, and (2) the FOM is dependent on all of the design
parameters under study, such that the value of the

FOM varies if the value of any parameter is varied.
Third, we search the parameter space to find the
design that maximizes or minimizes the FOM, depend-
ing on how the FOM is defined.

To optimize a large laser system, we must consider
more than just an FOM. Much of the physics of light
propagation is nonlinear, in the sense that a change in
each of the many parameters does not produce a pro-
portional change in the laser output. This means that
we cannot use any of the linear optimization methods
that are known. There are also many equality and
inequality constraints to consider, such as not exceed-
ing a certain construction cost, not exceeding a certain
input energy, not damaging any of the optical ele-
ments, and outputting at least a certain 3ω laser
energy. Optimization of a laser system is thus not only
nonlinear, but also constrained, and is hence called
nonlinear constrained optimization. In addition,
because a graph of the FOM plotted as a function of all
of the variable parameters is often a multiple-peaked
surface, with several peaks of different heights, there
are local maxima (peaks) in the FOM that can easily
fool a computer into incorrectly “thinking” it has
found the optimum. What we need, therefore, is a
method that can quickly and correctly find the highest
peak in the FOM space, the so-called global optimum.
Moreover, the FOM space is sometimes noisy in one or
more of the parameters, with additional peaks and val-
leys superimposed on top of the otherwise smooth
topology. We thus need a technique that can smooth
out the noise. A mathematical statement of such a non-
linear constrained optimization problem is to maxi-
mize (or minimize) a suitably smoothed (or averaged)
FOM function f(x) subject to equality constraints ci(x) =
0, i = 1, ..., k, and inequality constraints ci(x) ≥ 0, i = k+1,
..., m, where parameter vector x = (x1, x2, ..., xn) repre-
sents n variables.
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Selecting an Optimization
Technique

Many diff e rent techniques exist for nonlinear con-
strained optimization. These techniques differ in the
way in which the computer navigates the FOM space
in search of the tallest peak or deepest valley. The
most common methods sample the topology in some
region to determine the slope of the terrain in various
d i rections, and hence the direction that leads to the
optimum. These methods, which are all iterative, dif-
fer in the following ways in which the local terrain is
s a m p l e d :
1. The downhill simplex method1 uses only function

evaluations (i.e., evaluations of the FOM), not
derivatives, to move in the direction of the optimum
using manipulations of the geometrical figure (sim-
plex) formed by the original point and n somewhat
arbitrary displacements in the n directions corre-
sponding to the n parameters considered. This
method is robust, but typically slow to converge.

2. Simple derivative (gradient) methods sample the
space for two (or more) values of each parameter to
determine a local slope in the FOM, and then step
off a fixed step in the direction of maximum slope.
One serious problem with this method is that, once
the best direction in which to go for the next calcula-
tion is identified, we don’t really know how far to
go in that direction. Consequently, this method can
be slow to converge.

3 . Quadratic methods, in essence, calculate the FOM for
t h ree values of each parameter, fit the resulting FOM
values to a quadratic function such as a parabola, and
calculate exactly how far to go for the next estimate
of where the FOM peak might lie. This method is
much “smarter” than the above methods because it
knows how far to step out for the next iteration. Tw o
common methods of this type are Brent’s method
and Powell’s method. Brent’s method uses parabolic
interpolation. Powell’s method finds the solution that
z e ros the gradient of a Lagrange function formed as a
sum of the FOM function and a linear combination of
the constraint functions. It approximates the full non-
linear problem by a quadratic problem to find the
d i rection to go in the FOM space, then determines
how far to go in that direction by doing a one-dimen-
sional optimization in that direction. While Bre n t ’ s
method uses only three function evaluations for each
p a r a m e t e r, Powell’s method uses one function evalu-
ation, one derivative evaluation, one estimate for the
second derivative, plus other function evaluations for
each subsequent line search. These methods are pow-
erful and fast, and are the methods used in the codes
that we employ.

4. Simulated annealing methods2 randomly sample
points over a large portion of the parameter space
and then slowly decrease the size of the sampling
space around any optimum so found, according to
mathematics analogous to Boltzmann thermody-
namic cooling. This method is good for selecting the
best global ordering of a large combination of dis-
crete elements of some kind when many local
optima exist, but it converges too slowly and is thus
not practical for our problem.

5. Genetic methods3 form a pool of design candidates,
“mate” the ones having the highest FOMs (the par-
ents) by combining attributes in some way to pro d u c e
other candidates (the offspring), and then remove the
unlikely candidates (extinction). This method can also
be effective in finding a global optimum among many
local optima, but it also converges too slowly.
The first three methods listed above can be confused

if the FOM (or constraint) surface is noisy, unless addi-
tional smoothing algorithms are included. Simulated
annealing and genetic methods are inherently more
able to navigate successfully along noisy surfaces, but
are expected to converge too slowly to be effective for
the optimization of a large laser system. We therefore
chose to use quadratic optimization methods to speed
up the computational time. As a result, however, we
had to deal with discontinuities in the FOM as one
form of noise.

Dealing with Discontinuities in
the FOM

There are several sources of fluctuations in the FOM
that affect an optimizer evaluating various designs of a
large laser system. Although stochastic (statistical)
noise can sometimes be a problem when methods
employ random numbers, a more typical problem
arises from the discontinuous FOM jumps that corre-
spond to integer steps. Integers are encountered in
such parameters as the numbers of laser slabs in the
amplifiers, the number of flashlamps for each slab, and
the number of beamlets in the laser. If the FOM (or a
constraint) moves abruptly as the optimizer searches
from one integer to the next, as it usually does, the
optimizer can be confused by the local optima thereby
introduced. This is especially true for gradient-search
techniques, which are based on real numbers. We can
overcome such fluctuations by incorporating either
some type of smoothing technique or by substituting
real numbers for the integer quantities so that the
optimizer can consider noninteger (i.e., nonphysical)
values of the parameters.

A second source of discontinuities arises in opti-
mizations involving spatial-filter pinholes because

193

LASER OPTIMIZATION TECHNIQUES

UCRL-LR-105821-96-4



of the integer-like effect of the transverse spatial 
re p resentation of the beam by a fixed number of grid
points (e.g., 512 points over a horizontal width of
50 cm). To explain these discontinuities, we must first
explain the purpose and function of pinholes. 

All of the large laser chains at LLNL involve the use
of spatial filters that focus the beam and force it to go
through a 100- to 200-µm-diam pinhole in a metal plate.
The purpose of such a pinhole is to cut off the high-
angle noise present in the beam, thereby smoothing the
transverse spatial intensity profile. Such smoothing
occurs because, in the focal plane of a lens, the spatial
intensity profile corresponds to the power in the vari-
ous angular components in the beam. Thus, if the
intensity profile is decomposed into its Fourier compo-
nents, the relative powers in the low-frequency compo-
nents correspond to the intensities seen near the
centerline of the focal plane. Higher-frequency compo-
nents focus at increasingly farther distances from the
centerline because they are propagating at larger
angles. These various frequency components grow in
magnitude at different rates due to, among other
things, the nonlinear indices of refraction of the optical
materials in the laser, as described by the Bespalov–
Talanov theory.4 The high-frequency components tend
to grow f a s t e r, so it becomes desirable to clip off the
power in these frequencies periodically in the laser
chain to keep the beam as spatially flat as possible.
For a beam with a reasonably smooth spatial pro f i l e ,
the power in the high-frequency components is low
enough to permit a pinhole to do this clipping without
ablating away too much of the pinhole structure and
thereby disrupting the last temporal portions of the
laser pulse.

In propagation simulations employing a finite
number of grid points, the power in the Fourier compo-
nents is summed into the same number of bins as there
are grid points. Consequently, as the diameter of the
pinhole changes with changing pinhole acceptance
angle, there are discrete jumps in clipped-beam power
as the edge of the pinhole moves from one frequency
bin (grid point) to the next. These jumps result in
abrupt changes in the spatial intensity profile of the
beam after it leaves the filter. If the optimizer is moni-
toring, for example, the peak fluence as a constraint
against optical damage, it can be confused by the local
optima that such discontinuities generate. The solution
we have used to overcome this confusion is to average
the FOM over several adjacent function evaluations.

Optimizing the NIF Design
Optimization of the NIF design is one example of

how we can use our optimization techniques. As
described in more detail in the article “NIF Design
Optimization” on p. 181 of this Quarterly, the concep-
tual design5 for the NIF configuration arose through

use of a code called CHAINOP,6 which was capable of
using either a simplex optimization routine or a gradi-
ent-search routine. We accessed this gradient-search
routine as part of a large systems analysis program-
ming shell called SUPERCODE.7 SUPERCODE uses the
quadratic version of Powell’s method, as written in an
Argonne National Laboratory implementation of a
variable metric method labeled VMCON.8 Because
VMCON evaluates gradients, care was taken to mini-
mize discontinuities in the FOM and constraints by
using noninteger laser slab and flashlamp counts, as
well as smoothed cost functions.

In the second optimization effort, for the Advanced
Conceptual Design (ACD) phase of the NIF, we imple-
mented three separate approaches. In one approach,
we used SUPERCODE to evaluate ~100,000 specific
designs distributed around the conceptual design
point in the major parameters, and we applied various
cuts to constrain dynamical and engineering quantities
such as cost and nonlinear growth of spatial noise. For
a second approach, we used SUPERCODE to do an opti-
mization. As with CHAINOP, we used fractional slabs
and noninteger flashlamp counts, but optimization
over pinhole acceptance angle could not be performed.
A third approach, coded as OPTIMA1, is based on a
modified version of Brent’s method (parabolic interpo-
lation). A similar approach had been used in the diode-
pumped solid-state laser (DPSSL) design studies for
inertial fusion energy.9 OPTIMA1 can use either of two
different methods to smooth the FOM space and can
treat integer parameters directly. This code therefore
allowed the consideration of noisy parameters, includ-
ing integer slab and flashlamp counts, and pinhole
acceptance angles. 

There were several reasons we chose multiple
approaches in optimizing the NIF laser for the ACD.
First, when we started, we knew that there were com-
plexities such as noisy parameters, and we were not
sure that any one approach would prove successful in
the end. Second, the performance of optimizers is usu-
ally dependent on the problem considered, so the
length of time needed for any one optimizer to con-
verge to a solution was unknown for the NIF problem.
In general, performance is better if the optimization
algorithm is tailored to the problem in some way. On
the other hand, the use of a well tested fast algorithm
like VMCON can often prove very effective. Third, we
wanted multiple opinions from independent
approaches to improve the reliability of the results.

All three approaches used parallel processing
through Parallel Virtual Machine (PVM) software. This
software allows one master computer to send tasks to
many different slave computers and retrieve the
results. In our case, we had one HP 715/80 UNIX mas-
ter workstation tasking 28 similar slave workstations
that each evaluated the performance of one NIF design
(SUPERCODE) or performed the suboptimization for one
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parameter (OPTIMA1). The total computing power
was 20–30 megaflops for each of 28 computers, or
about 0.75 gigaflops. The use of this workstation clus-
ter enabled the codes to search through a space repre-
senting a million candidate designs at a rate over 20
times faster than it would have taken with only one
computer. This facility proved valuable because it
reduced the total calculation time from the 46 days it
would have taken for 106 assessments at about two
minutes per assessment of each candidate design on
one computer to about one or two days using the
workstation cluster.

Features of SUPERCODE

SUPERCODE7 couples a toolbox of systems analysis
tools to a powerful user interface. The systems analysis
tools currently consist of the following: 
• A constrained nonlinear optimization package

based on VMCON.8

• A nonlinear optimization package based on a
genetic algorithm.3

• A nonlinear equation solver.
• A Monte Carlo sampling package for performing

uncertainty analyses. 
• Parameter scans. 
• Uncertainty analyses.
• Facilities for exploiting PVM software to speed up

optimizations. 
These tools are controlled by a programmable shell

that understands a large subset of the C++ computer
language, including arithmetic expressions, loops,
decision structures, functions, classes, and objects.
Users can interactively manipulate the set of equations
to be passed to the systems analysis tools, monitor
progress of a calculation, postprocess results, and plot
them using an interactive graphics package.
SUPERCODE was the main code used in setting the NIF
baseline design, and has been used to design tokamak
reactors and experiments, hybrid electric vehicles, rail
guns, and neutron sources. SUPERCODE is available on
UNIX, MacOS, and Windows platforms.

The OPTIMA1 Code
OPTIMA1 is based on the particular parabolic-inter-

polation method that proved successful for the DPSSL
inertial fusion energy study.9 This method increases
the independence of the parameters, often permitting
the full optimization to be accomplished by indepen-
dent one-parameter optimizations. The key to this
method is to incorporate an inner loop that maximizes
the laser’s injection energy subject to all constraints.
An outer loop then deals with all of the other parame-
ters designated as active optimization variables. Both
loops advance by making one function evaluation and
using that together with the last two calculations near-

est the current best value to determine a next guess.
Penalty functions reduce the value of the FOM by
exponentially degrading the FOM as any active vari-
able violates a constraint. The current list of features
includes the following: 
• Easy addition of parameters. 
• Treatment of both discrete (integer, even-integer, or

odd-integer) and analog (real) parameters. 
• Two types of smoothing for noisy parameters

(random-number smoothing and perturbation
smoothing). 

• Ability to restart runs from a dump file. 
• Operation on either a single or multiple (parallel-

processing) platforms (using PVM software). 
• Table-like scans over a single parameter. 
• Input-file selection of the optimization FOM from

among any product or quotient of the parameters or
calculated quantities.

• Performance of a sensitivity study around the final
parameter vector. 
OPTIMA1 is very flexible and robust. It usually

takes more time to converge to a solution for small
(<10–3) precisions, however, because the penalty func-
tions create a “cliff” in the FOM space that requires
special treatment in the parabolic interpolator. In addi-
tion to helping choose the NIF design parameters,
OPTIMA1 has been useful in performing sensitivity
studies on the parameters (e.g., the maximum allow-
able doubler detuning angle) and in determining
optical specifications through studies varying the aber-
rations placed on the optical components. OPTIMA1 is
written in UNIX HP FORTRAN.

Overcoming Specific Modeling
Difficulties

After selecting a set of optimization techniques, we
had to deal with many problems that were specific to
the optimization of a large laser. First, we found many
designs having the same value of energy delivered to
the laser entrance hole (LEH) of the target, but with
differing construction costs, so we had to include cost
in the FOM or cost as a constraint. Two solutions that
proved effective were (1) minimizing cost subject to
performance constraints and (2) maximizing the ratio
of energy delivered to the LEH and total cost, subject
to the other constraints.

The second problem was finding a way to include
realistic aberration sources for every optic that would
account for surface roughness and bulk phase re t a rd a-
tions. The challenge was to develop techniques to use
m e a s u rements taken over varying aperture sizes and on
a limited number of parts while preserving the spatial
distributions of wavefront roughness in such a form that
realistic aberration sources could be simulated for every
optic. This was done by devising a technique using a
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power spectral density (PSD) function defined as the
square of the discrete Fourier transform of the mea-
sured phase retardations, multiplied by the length of
the 1–D measurement (or multiplied by the length and
width in 2D).10 We combined the measurements from
three spatial-frequency ranges 
(0 to 0.1 mm–1, 0.1 to 1 mm–1, and 1 to 10 mm–1) while
mitigating the effects of finite sampling apertures by
using a windowing filter function (a Hanning filter).
This filter broadened (or blurred ) the resulting width
of the spatial frequency structures and eliminated fre-
quencies generated by the discontinuities at the edges
of the samples. The PSDs thereby obtained did not
possess any relative phase information in the Fourier
domain, but were merely the spectral distributions of
the wavefront errors. We then used the PSD for a given
type of optic to determine the magnitude of the
Fourier coefficient and added a random phase in the
Fourier domain. Using inverse Fourier transformation,
we obtained a unique wavefront distortion for every
optic needing a simulated phase-front aberration.

The third modeling difficulty was that laser gain
and pump-induced distortions depend on the choice of
pumping parameters (pump pulse duration, Nd
doping concentration, flashlamp explosion fraction,
flashlamp diameter, and flashlamp packing frac-
tion). Pump-induced distortion is phase noise added
to the beam because the nonuniform distribution of
flashlamp light absorbed by the laser slabs causes
nonuniform heating, which distorts the slabs. Because
determining the proper pump-induced distortions is
calculationally intensive (involving ray tracing and 3-D
thermomechanical modeling), we ran the 3-D codes for
a range of each of the pumping parameters and incor-
porated the results in the optimizations using a table
look-up procedure.

The fourth problem was that the use of spatial-filter
pinholes with abrupt edges in calculations with a finite
number of transverse spatial grid points causes ringing
(aliasing), which introduces artificial modulation of the
downstream beam intensity profile. We therefore used
high-resolution runs with many points to define prob-
lem areas and incorporated smoothing algorithms
developed at LLNL.

The fifth problem was damage to the optical 
components that can arise from either high fluence or
filamentation, which both depend on the noise on the
beam. (Filamentation is the process by which the inten-
sity of a narrow beamlet increases as the beamlet is
focused by nonlinear propagation through solid mate-
rials.) A proper treatment of these effects therefore
requires very high spatial resolution to define the
peaks in the transverse intensity profiles. Such resolu-
tion would make the iteration cycle time prohibitively
slow if many points had to be used in two transverse

dimensions. Consequently, we performed most of our
calculations using 1-D codes with 512 spatial points,
which is insufficient to determine filamentation, and
evaluated the likelihood of filament formation and the
resultant optical damage using a phenomenological
model11 developed at LLNL based on measured
Beamlet data. For ordinary (nonfilamentation) optical
damage assessment, we used measured peak fluence
limits as constraints for every component.

The sixth modeling difficulty was that the desired
NIF laser pulse at the LEH is a 3ω pulse consisting of a
long low-power foot followed by a main pulse roughly
3.5 ns wide. Because the laser input is at 1ω, and
because the harmonic conversion from 1ω to 3ω is
intensity-dependent, we had to incorporate precise
algorithms for this conversion process (see the article
entitled “Frequency Conversion Modeling” on p. 199
of this Quarterly); we also had to iterate to make sure
that the 1ω pulse shape produced the desired output
3ω pulse shape.

Optimization Flow
Each optimization iteration included a number of

steps involving other codes, as outlined in Fig.1 for the
particular case of OPTIMA1 using the Ethernet connec-
tions to the cluster of 28 workstations. As directed by 
the master, a slave machine would suboptimize one
parameter by first running two codes to help establish
the temporal shape of the input beam: a plane-wave fre-
quency conversion code (thgft02) to assess the converter
performance with the given parameter values and an
inverse harmonic-conversion code (invconv3) to calculate
the 1ω input temporal shape that would give the desire d
3ω output temporal shape with that converter. Following
the formation of the apodized transverse spatial shape of
the input beam, the optimizer would generate the input
file for PROP92 and run PROP92 to propagate the input
signal down the chain of optical components from the
input of the laser to the harmonic converter. This step
included phase aberration sources to simulate the
experimental surface finishes and bulk properties for
each optic, as well as the amplifier gain files generated
from 2.5-D amplifier modeling and the pump-induced
distortion files generated from 3-D thermomechanical
modeling (see the companion article entitled “The
PROP92 Fourier Beam Propagation Code” for a 
complete description of the physics in PROP92). After
running a code to analyze the PROP92 output file, the
optimizer would run a frequency conversion code
(thgxtz001) to convert the 1ω light to 3ω light.
Thereafter, the optimizer would formulate an input file
for PROP92, this time for the 3ω light, and run PROP92
to propagate the beam down the rest of the laser chain
to obtain the laser pulse entering the target LEH. After
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FIGURE 1.  NIF optimization flow chart for OPTIMA1.     (40-00-1296-2752pb01)

running a code to analyze the PROP92 3ω output file, the
optimizer would run a routine to generate an input file
for the cost code, run the cost code to calculate the re s u l t-
ing cost of the NIF facility, and run a routine to apply the
constraints.The optimizer would then calculate the FOM
as the LEH energ y, or the ratio of that energy to the cost,
or simply as the cost constrained to obtain the desire d

e n e rgy and power at the LEH—all as penalized by the
constraints that failed. After several suboptimizations,
the slave reports the results for that parameter back to the
m a s t e r, which decides how to form the full parameter
vector for the next set of suboptimizations. When the
changes in all parameters are less than specified pre c i-
sions, the process stops.



Summary

Nonlinear constrained optimization of the design of
a large laser such as the NIF is the process of finding
the set of values for the laser’s identified design
parameters that optimizes the figure of merit (FOM).
Among the different optimization techniques avail-
able, we selected quadratic methods based on Brent’s
method and Powell’s method, as modified to treat the
discontinuities imposed by integer parameter values.
An established code (SUPERCODE) and a new code
(OPTIMA1) were configured with realistic aberration
sources for every optic, a cost model of the whole laser
system, methods to incorporate the effects of different
values of the pumping parameters, models for optical
damage as well as filamentation, and full harmonic
conversion of the desired 3ω pulse shape. We also
incorporated parallel processing through use of
Parallel Virtual Machine (PVM) software operating on
a group of 28 workstations. The resulting techniques
allow optimization of the NIF laser and other laser sys-
tems based on realistic components and realistic laser
light propagation.
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Introduction
With respect to the rest of the Nd:glass laser system,

the frequency converter is quite small in terms of weight
and size. However, it is a critical component because laser
fusion targets re q u i re irradiation by ultraviolet laser light
to operate successfully. The frequency converter pro-
duces ultraviolet light (λ = 0.351 µm) from the infrared
light (λ = 1.053 µm) generated in the neodymium-
doped glass section of the laser.

As shown in Fig. 1, the basic frequency converter for
tripling consists of two crystals (advanced designs
have more than two crystals). The first crystal, known
as the second harmonic generator (SHG), frequency
doubles a predetermined amount of incident infrared
(1ω) light. The frequency-doubled (2ω) light has a
wavelength of 0.526 µm. The 2ω and 1ω light are then
mixed in the second crystal, known as the third har-
monic generator (THG) or mixer, to form ultraviolet
(3ω) light at a wavelength of 0.351 µm. The output of
the THG is 1ω, 2ω, and 3ω light. The proportions of
light at the three wavelengths depend on the operating
configuration and the intensity and phase of the input
laser pulse to the converter.

The goal of frequency-conversion modeling is to
produce a converter design that results in the best per-
formance for a required output laser pulse and that is
the least sensitive to operational tolerances (such as
alignment) and crystal manufacturing faults (such as
surface roughness).

A frequency converter requires precise tolerances.
Crystals must be tilted to an accuracy of microradians,
and crystal thicknesses must be accurate to millimeters
to achieve desired performance. Crystal surfaces must
also be finished to a smoothness of hundredths of a

micron so that the energy of a 3ω laser pulse will
almost completely pass through the laser entrance hole
of the hohlraum.

Frequency conversion is one example of the process
of three-wave mixing. The crystals used in frequency
converters are anisotropic, thus, frequency-conversion
modeling must take account of the directions of the
principal axes of the crystals with respect to the polar-
izations of electric fields in three-wave mixing.
Frequency conversion is optimal at a phase-matched
condition. Phase matching involves placing the princi-
pal axis of each crystal of the converter at a certain
angular separation from the propagation direction.
This angular separation, which must be accurate to
within microradians, is called the phase-matching
angle. The codes used for frequency-conversion mod-
eling calculate phase-matching angles and the varia-
tion of converter performance for departures from the
phase-matched condition. In mathematical terms,
phase matching means that the difference between the
wave number of the output harmonic field and the
wave numbers of the input harmonic fields equals
zero.

We can define the phase mismatch factor ∆k as 
follows:

∆k = 2π/λh – 2π/λf – 2π/λg  , (1)

where λ is the wavelength in the media, h denotes the
output harmonic field, and f and g denote the input
harmonic fields. Here, λ = λ0/n, where n is the index of
refraction, and λ0 is the wavelength in vacuum. The
value of n depends on the type of crystal material, the
polarization of the field, crystal orientation, the local
propagation angle of the electric field, the instanta-
neous wavelength if it is time-varying due to phase
modulation, and temperature. Modeling codes must
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take into account all these dependencies. Whereas ∆k =
0 for phase matching, as we will show later, ∆k is some-
times deliberately made nonzero in the SHG to obtain a
certain amount of red and green light for the THG.

We have developed a class of fre q u e n c y - c o n v e r s i o n
codes such that each code is diff e rentiated from the oth-
ers by the level of detail in the specification of the input
electric field E to the converter. In the most general case:

E = E(x,y,z,t,λc)  , (2)

where, x and y are the transverse spatial coordinates, z
is the coordinate in the direction of propagation, t is
time, and λc is the center wavelength.

The different codes and electric field specifications
are as follows:
1. For plane-wave steady-state fields:

E = E(z,λc)  . (3)

2. For plane-wave time-varying fields:

E = E(z,t,λc)  . (4)

3. For spatially varying steady-state fields (in three
dimensions):

E = E(x,y,z,λc)  . (5)

4. For spatially varying and time-varying fields:

E = E(x,z,t,λc) (6a)

for one transverse spatial dimension, and

E = E(x,y,z,t,λc) (6b)

for two transverse spatial dimensions.

Types of Frequency Converters
The two types of crystal material used in the fre q u e n c y

converters for Nova, Beamlet, and the National Ignition
Facility (NIF) are potassium dihydrogen phosphate
(KDP) and deuterated potassium dihydrogen phosphate
(KD*P). The crystals are of the negative uniaxial type.1

As shown in Fig. 1, each crystal can be operated in a
Type I or Type II configuration. In a Type I configura-
tion, incoming electric fields are all in one polarization
d i rection, and the output harmonic field polarization is
orthogonal to the input field’s polarization. In a Type II
configuration, incoming electric fields are orthogonal.
The crystal axes along which the incoming electric fields
a re aligned are called the ordinary (o) and the extraord i-
nary (e) axis. In the plane defined by the pro p a g a t i o n
d i rection and ordinary axis, there is no dependence of
the index of refraction on crystal tilt angle θ. In the plane
defined by the propagation direction and the extraord i-
nary axis, the index of refraction varies with crystal tilt
angle. This feature is used to adjust the phase mismatch
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∆k by a process called angular detuning.
In the following discussion, we denote the electric

fields involved in the three-wave mixing process by f,
g, and h. A scalar representation can be used because
each field is in one polarization, which is parallel to
either the ordinary or extraordinary axis of each
crystal. In a SHG crystal, f and g represent the 1ω
fields, and h represents the 2ω field. In a THG crystal, f
represents the 1ω field, g represents the 2ω field, and h
represents the 3ω field. In a Type I SHG, f and g are
parallel to the ordinary axis, and h is parallel to the
extraordinary axis. In a Type II THG, f and h are paral-
lel to the extraordinary axis, and g is parallel to the
ordinary axis. From these configurations and field con-
ventions, we can formulate equations governing the
evolution of fields in the converter crystals.

Equations of Frequency
Conversion

The evolution of the f, g, and h fields in a crystal
for the most general case, with f = f(x , y, z , t), g =
g(x , y, z , t), and h = h(x , y, z , t), is determined by solving
the following set of coupled, nonlinear diff e re n t i a l
e q u a t i o n s :

∂f/∂z + 1/vg1∂f/∂t = iC(θ)hg*ei∆kz – 0.5α1 f + k0[γ11f2

+ 2γ12g2 + 2γ13h2] f – i/2kf(∇
2f) – ρ f∂f /∂re , (7)

∂g/∂z + 1/vg2∂g/∂t = iC(θ)fh*ei∆kz – 0.5α2g

+ iλ1/λ2k0[2γ21f2 + γ22g2 + 2γ23h2]g

– i/2kg(∇2g) – ρg∂g/∂re , (8)

and

∂h/∂z + 1/vg3∂h/∂t = iC(θ)fge–i∆kz – 0.5α3h

+ iλ1/λ3k0[2γ31f2 + 2γ32g2 + γ33h2]h

– i/2kh(∇2h) – ρh∂h/∂re , (9)

where ∇2 is the Laplacian operator, which for Cartesian
coordinates is:

∇2 = ∂2/∂x2 + ∂2/∂y2 . (10)

We derived Eqs. (7–9) by starting with Maxwell’s
equations for a nonlinear medium. The first term on
the left side of Eqs. (7–9) is the derivative in the propa-
gation direction to be integrated. We want to calculate
the evolution of the three fields as a function of z, the
propagation direction.

The second term on the left side of Eqs. (7–9) is used

only in the conversion codes that model time-varying
electric fields.Here, vgn is the group velocity, where n
= 1, 2, 3. The group velocity is defined by the equation

vg = ∂ω/∂k , (11)

where ω = ω(k) is the dispersion relationship for a con-
verter crystal material. The use of only vg indicates that
we are using only a first-order approximation to the
dispersion relation. For the bandwidths in our model-
ing, this is an excellent approximation.

The first term on the right side of Eqs. (7–9) is the
three-wave mixing or frequency-conversion term.
(This term is included in all the types of our conver-
sion codes.) Here, C is the coupling coefficient, which
is a function of angle θ between the z axis and the prin-
cipal axis of the converter crystal. The phase mismatch
factor ∆k is in the complex exponential. A nonzero
value of ∆k degrades the conversion.

The second term on the right side of Eqs. (7–9) cor-
responds to bulk absorption, where αn denotes the
absorption coefficients.

The third term on the right side corresponds to
phase retardation arising from the nonlinear index of
refraction. Note that the phase retardation for each
field not only depends on its own intensity but also on
the intensities of the other two fields. The quantities
γmn are the nonlinear index coefficients. This term is
included in all codes with temporal-field variations
and/or spatial-field variations in at least one trans-
verse dimension. It is not needed in plane-wave,
steady-state codes because the uniform phase pro-
duced would have no effect.

The fourth term on the right side corresponds to
paraxial diffraction. This term is included in codes
w h e re the fields vary in one or two transverse
d i m e n s i o n s .

The fifth term on the right side is the “walk-off” fac-
tor, which is nonzero only if the field vector is in the
extraordinary direction. Thus, we use the notation re
for the coordinate in the extraordinary direction, which
can be x or y, depending on the crystal configuration.
The term ρ is the walk-off factor, which gives the varia-
tion of refractive index with angle θ. Walk-off accounts
for the fact that, as a field propagates in a direction dif-
ferent from the phase-matching direction, it will no
longer move with the other fields but will “walk off”
from them because the index of refraction varies with
direction.

Method of Solution
Equations (7–9) are solved by a split-step method

to give the fields as a function of x, y, z, and t (or a
subset of these variables, depending on the type of
code). In this method, the derivative of each field
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with respect to z is split into two components with
d i ff e rent terms from the right hand sides of Eqs. (7–9).
The integration for one component is carried out in the
space–time domain, and the integration for the other
component is carried out in the fre q u e n c y / s p a t i a l -
f requency domain. The terms in the equations are
divided in the space–time domain according to:
• Frequency conversion (three-wave mixing).
• Passive loss.
• Nonlinear index phase retardation.
This part of the derivative of each field with respect to z i s
integrated using a fourth-order Runge–Kutta method.

The second component, which includes the time
derivative of each field and the diffraction and walk-
off terms, is integrated by first Fourier transforming
the terms into the frequency/spatial-frequency (for x,
y) domain. After the equations are transformed, they
become ordinary differential equations in z instead of
partial differential equations in x, y, z, t. The equations
are then integrated with respect to z and inverse
Fourier transformed to give the second component of
the updated fields.

Thus, in Eqs. (12–14) below, we denote the angular
frequency as ω and the wave numbers in the x, y , and
extraordinary axes directions with κx, κy, and κe,
respectively. After Fourier transforming the time-
derivative, diffraction, and walk-off terms, the second
part of the split-step solution involves integrating:

dF/dz = –iω/vg1F + i(κx
2 + κy

2)/2kf F + iρfκeF , (12)

dG/dz = –iω/vg2G + i(κx
2 + κy

2)/2k2G + iρgκeG , (13)

and

dH/dz = –iω/vg3H + i(κx
2 + κy

2)/2k3H + iρhκeH , (14)

where F, G, and H denote the Fourier transforms of the
second part of the split-step solution of f, g, and h.
Here, κe can be either κx or κy depending on the orien-
tation (x or y) of the crystal extraordinary axis. After
Eqs. (12–14) are integrated with respect to z, the results
are inverse Fourier transformed to give the second
component of the updated fields. The two components
of the fields are then added to give the total updated
field after a z increment, ∆z.

Outputs of the Codes
Our codes have various tabular and graphics out-

puts, which are illustrated below. In addition, the spatial
and space–time codes can produce a file containing out-
put harmonic and residual harmonic field distributions,
which are compatible with the PROP92 propagation
code. With this capability, we can propagate a con-
verted beam through a set of optics using PROP92, as
well as a 1ω beam created by PROP92 as the input 1ω

field distribution for a conversion calculation.

Applications of the Frequency-
Conversion Codes

Sensitivity Study of Doubler
Detuning Angle by Plane-Wave
Codes

As previously mentioned, the frequency-conversion
crystals must be tilted with an accuracy of microradi-
ans for proper operation. This is especially true for a
Type I SHG, where angular detuning is used to contro l
the mix of 1ω and 2ω light into the THG. For design of
the converter mounting and alignment equipment, it is
important to know the alignment accuracy re q u i red for
conversion efficiency within specifications. The variation
of conversion efficiency with doubler detuning angle
can be easily determined for a wide set of converter
designs using the plane-wave frequency-conversion
codes.

Figure 2 shows the output from a plane-wave 
f requency-conversion code. The plot shows 3ω c o n v e r-
sion efficiency vs initial 1ω intensity for several values of
SHG detuning angle. The latter quantity is the identify-
ing parameter for each curve. The modeled converter
configuration consisted of a 13-mm-thick KDP Type I
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FI G U R E 2 . Output of plane-wave, steady, frequency-conversion code
showing 3ω conversion efficiency as a function of input 1ω i n t e n s i t y
for various doubler crystal detuning angles.     4 0 - 0 0 - 1 2 9 6 - 2 7 3 7 p b 0 1



SHG and a 11-mm-thick KD*P THG with a fixed
detuning angle of 30 µrad. Notice that the sensitivity of
converter performance increases with initial 1ω inten-
sity. Thus, in considering the effect of SHG detuning
angle alignment on converter performance for tempo-
rally shaped pulses, one must analyze the converter
performance at the peak intensity of the shaped pulse.
It is also important to note that conversion efficiency
can drop off drastically as 1ω intensity increases.
Decreased efficiency results from the incorrect ratio of
1ω and 2ω light into the THG. This behavior is i m p o r-
tant in the design of the dynamic range of the converter.

Effects of Applied Temporal Phase
Modulation on Conversion

When phase modulation is applied to a field, E0(z,t),
the resulting field for a single modulation frequency f
and depth of modulation σ is given by:

Epm(z,t) = E0(z,t)eiσsin2πft . (15)

The bandwidth bw over which the phase modula-
tion sweeps is given by:

bw = 2σf . (16)

As the frequency sweeps from one limit to the other,
the effective wavelength of each field also changes, which
a ffects, in turn, the phase mismatch factor [Eq. (1)]. As the
phase mismatch ∆k varies, the conversion eff i c i e n c y
varies. It is this process that turns a periodic phase modu-
lation into an amplitude modulation.

T h e re are two current uses for applied phase mod-
ulation on laser pulses. First, bandwidth is used to
s u p p ress Stimulated Brillouin Scattering (SBS) in
l a rge optics. The bandwidth used in this application
is 30 GHz. Our conversion codes show that this
bandwidth causes a small degradation in conversion

e ff i c i e n c y, which needs to be considered along with
other degrading factors.

The second application is for beam smoothing by
spectral dispersion. Plans are for 1ω bandwidths in the
range of 90 to 150 GHz. Our frequency-conversion
codes have shown that planned converter designs suf-
fer significant degradation in performance at such
large bandwidths.

In the following examples, we show how the tem-
poral codes model conversion of laser pulses having
complex time dependencies. We show the effects of
applying a 150-GHz-bandwidth phase modulation on
a laser pulse having a temporal shape like that pro-
posed for NIF indirect drive. The converter design we
used consists of a 12.7-mm-thick KDP Type I SHG and
a 9-mm-thick KD*P Type II THG.

Figure 3(a) shows the 3ω intensity temporal pulse
shape, and Figure 3(b) shows the 1ω intensity pulse
used to generate the 3ω pulse for the case with no
bandwidth. The two graphs were produced by one of
the temporal frequency-conversion codes. The peak 1ω
intensity is 2.75 GW/cm2. The energy conversion effi-
ciency was calculated to be 56.5%.

The code was then run a second time starting with
the 1ω pulse of Fig. 3(b); however, a phase modulation
with a bandwidth of 150 GHz was impressed on the
1ω pulse. Figure 4 shows the temporal profile of
intensity of the resulting 3ω pulse. The calculated
e n e rgy conversion efficiency is 43.4%. Thus, the
e n e rgy conversion efficiency relative to that of the
pulse of Fig. 3(a) d e c reases by about 13%. In addition,
the pulse has severe intensity modulation at twice the
phase modulation fre q u e n c y. The lowest intensity
values correspond to times when ∆k is largest in mag-
nitude, and the peak values correspond to the times
when ∆k = 0. These simulations show the need for
alternate converter designs for large-bandwidth oper-
ation of NIF.

One of the alternate designs is a converter with one
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FIGURE 3. Sample output 
from the temporal frequency-
conversion codes. (a) Temporal
profile of intensity of a 3ω laser
pulse with a NIF-like shape. 
(b) Temporal profile of intensity
of the 1ω pulse derived from the
pulse shape of (a) for a con-
verter consisting of a 1.27-cm-
thick KDP doubling crystal and
a 0.9-cm-thick KD*P tripling
crystal.     40-00-1296-2738pb01
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FIGURE 4. Temporal profile of intensity of the 3ω pulse produced
when the 1ω pulse of Fig. 3(b) with 150 GHz of applied phase modu-
lation is propagated through the two-crystal 1.27/0.9 converter.     
40-00-1296-2740pb01

FIGURE 5. Temporal profile of intensity of the 3ω pulse produced
when the 1ω pulse of Fig. 3(b) with 150 GHz of applied phase modu-
lation is propagated through a three-crystal converter. The KDP dou-
bler is 1.2 cm thick with a detuning angle of 210 µrad. The first KD*P
tripler crystal is 0.7 cm thick with a detuning angle of 950 µrad. The
second KD*P tripler crystal is 0.9 cm thick with a detuning angle of
–350 µrad.     40-00-1296-2741pb01

FIGURE 6. Profiles of fluence of
the initial 1ω field distribution.
(a) Center (y = 0) x profile of flu-
ence. (b) Center (x = 0) y profile
of fluence.     40-00-1296-2742pb01

Simulations of Field Distributions
with Temporal and Transverse Spatial
Variations (x, y, z, t) Using PROP92

The PROP92 code models the propagation of laser
beams with spatial variations in one or two transverse
dimensions and a temporal variation represented in a

SHG and two THG crystals. The temporal frequency-
conversion code shows that this design produces a
much smoother 3ω pulse, as shown in Fig. 5. In addi-
tion, the calculated conversion efficiency is 53.3%,
which corresponds to a drop of only 3% relative to that
of the pulse of Fig. 3(a). For higher peak intensities
in the NIF-like pulse, the diff e rence in conversion



discrete set of time slices. With this temporal represen-
tation, it is difficult to model conversion of fields with
applied bandwidth, but it is easy to model beams with
intensity envelopes of arbitrary temporal shape and no
bandwidth. However, for small bandwidths and the
converter designs of interest for NIF, the effects of
bandwidth are small, and results from PROP92 are
quite accurate. Following is an example of the use of
the frequency-conversion code for which the fields are
functions of x, y, z, and ∆tn, where ∆tn denotes the time
slice array.

The 1ω field distribution used in this example corre-
sponds to simulation of a shot on the Beamlet laser

system in which the 1ω output fluence is 13 J/cm2 in a
3-ns temporally flat pulse. The pulse is re p re s e n t e d
by three time slices. The first slice corresponds to the
first 0.01 ns of the pulse; the second slice to the next
2.98 ns of the pulse; and the last slice to the last 
0.01 ns of the pulse. Each slice is a field distribution
defined on an x – y grid. Figures 6(a) and 6(b) show the
center x and y p rofiles, re s p e c t i v e l y, of the initial 1ω
fluence. The converter used in this example consists
of an 11-mm-thick KDP SHG detuned at 240 µrad and
a 9-mm-thick KD*P THG. The 1ω field distributions
a re propagated through the SHG. Modeled physical
p rocesses include frequency conversion, nonlinear
index phase re t a rdation, paraxial diffraction, and
w a l k - o ff .

F i g u res 7(a) and 7(b) show the center x and y p ro-
files, re s p e c t i v e l y, of the 2ω fluence distribution. The
SHG energy conversion efficiency was calculated to
63.37%. This value is determined by the internal
detuning angle, which is set as close as possible to
p roduce equal intensities of 1ω and 2ω light into the
SHG. Because the fields are spatially varying, only a
few grid points of the beams will meet the equal-
intensity condition for a specified detuning angle.
Note that the 2ω fluence modulation is almost identi-
cal in shape to the 1ω fluence modulation, indicating
that intensity dominates the conversion process. This
result is expected because the phase profiles from the
PROP92 calculation indicate only small transverse
gradients. However, with large, local transverse phase
gradients (which do not apply in the present exam-
ple), the walk-off term can become large and affect fre-
quency conversion.

Figure 8 shows the 2ω energy in the doubler crystal
as a function of distance z into the crystal. Note the
slight rollover in the curve at the end of the crystal,
which indicates that the detuning angle was not quite
at the value for optimum conversion.

205

FREQUENCY-CONVERSION MODELING

UCRL-LR-105821-96-4

FIGURE 7. Profiles of fluence of
the 2ω field distribution at the
output of the doubler crystal.
(a) Center (y = 0) x profile of flu-
ence. (b) Center (x = 0) y profile
of fluence.     40-00-1296-2744pb01

FI G U R E 8 . 2ω e n e rgy as a function of distance into the doubler crystal.
40-00-1296-2746pb01



Figures 9(a) and 9(b) show the center x and y pro-
files, respectively, of 3ω fluence. Once again, the modu-
lation is almost identical to that of the 1ω fluence
profiles, indicating that conversion is determined
mainly by the intensity distributions of the fields and
not by their phase distributions. Calculated 3ω energy
conversion efficiency is 88.38%. Figure 10 shows the 3ω
energy as a function of distance into the tripler crystal.
The 3ω field distributions calculated by this code can
be used as input to PROP92 to model propagation of
the 3ω beam in the output section of Beamlet and NIF.
The output section extends from the output of the fre-
quency converter to the output of the final focusing lens.

Summary
Frequency conversion is a complex nonlinear pro-

cess requiring precise tolerances for optimum results.
The newly developed frequency-conversion codes
have aided the designers of Beamlet and NIF in 
specifying the correct converter designs needed for a
variety of operating scenarios.

References
1. J. F. Nye, Physical Properties of Crystals (Oxford University Press,

1986) pp. 237–238.
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FI G U R E 1 0 . 3ω e n e rgy as a function of distance into the tripler crystal.
40-00-1296-2749pb01

FIGURE 9. Profiles of fluence of
the 3ω field distribution at the
output of the tripler crystal. 
(a) Center (y = 0) x profile of flu-
ence. (b) Center (x = 0) y profile
of fluence.     40-00-1296-2747pb01
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Introduction
Numerical simulations of the laser beam propaga-

tion1 have been used in designing and optimizing all
of LLNL’s high-power lasers for inertial confinement
fusion (ICF). The architecture and design of the laser
for the National Ignition Facility (NIF) were deter-
mined and optimized using a suite of new codes
including CHAINOP, BTGAIN, and PROP92.

CHAINOP2 is a very fast lumped-element energet-
ics code with an extensive cost database, a choice of
optimization algorithms, and a set of heuristic rules for
diffraction and nonlinear effects and for operational
constraints. 

BTGAIN3 is a far-field model based on the
Bespalov–Talanov theory4 for the linearized growth of
decoupled single-mode beam perturbations in a n o n-
linear medium. Itincludes Frantz–Nodvik saturated gain,
the facility to input beam perturbations of arbitrary spec-
tral content at each component, and a postprocessor
that can construct near-field beam statistics. 

PROP92 was originally written and released by 
R. G. Nelson5 in 1992, with advice and assistance fro m
J .B .Trenholme. It isa full-featured optics propagation and
laser simulation code. Internal models are included for
most of the components in the optical amplifier and
transport system. A Fourier technique is used to solve the
nonlinear Schrödinger (NLS) equation,yielding a re p re-
sentation of the (single-polarization)complex electric
field in two transverse directions plus time (2D) as the
beamtransports through andisaffectedby the optical
elements. Alternatively, PROP92 can also operate in
1-D planar or 1-D circularly symmetric modes. In the lat-
ter case, H a n k e l/B e s s e lt r a n s f o r m sa re used i n s t e a do f
Fourier transforms. Average wavefront curvature is
explicitly removed in the Talanov transformation. Both

gain and nonlinear index effects are calculated in the near
field with a split-step approach. Propagation is done in
the far field.

In this article, we describe the algorithms and stru c-
t u re of the PROP92 code. We discuss 2-D operation,
since the restriction to either 1-D planar or 1-D circ u l a r
is straightforward. 

Vacuum Propagation Algorithm
PROP92 describes the laser beam in terms of a com-

plex electric field, E(x,y,z,t). The dominant plane-wave
portion of the beam and its center-point position, tilt,
and curvature are all explicitly removed to define a
wave function u for numerical evaluation

(1)

In Eq. (1), the laser’s optical frequency is ω0, and the
wave number is k0 = n0ω0/ c, where n0 is the index of
refraction of the medium through which the beam is
p ropagating, and c is the vacuum speed of light. The
average tilt on the wavefront is described by the quanti-
ties         and       , and the central position (x0,y0) satisfies

(2)

R i s the average wavefro n tc u r v a t u re , with the c o n v e n t i o n
t h a t positive R c o r re s p o n d s to a focusing wave. It satisfies 

(3)    R(z + δz) = R(z) − δz  .

    

x0 z + δz( ) = x0 z( ) + κ x δz k0

y0 z + δz( ) = y0 z( ) + κ y δz k0   .

      

E(x, y , z,t)

= ee i(k0 z−ω0 t)ei[κ x (x−x0 ) +κ y ( y− y0 )]e−ik0 (x− x0 )2 / 2R(z)

× e–ik0 ( y− y0 ) 2 / 2R(z)u(x , y, z, t)  .
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The complex wave function u is represented on a
regular rectangular grid

(4)

where j and k are integers in the range –Nx/2 ≤ j <
Nx/2, –Ny/2 ≤ k < Ny/2, xj = jLx / Nx, yk = kLy / Ny, Lx
and Ly are the physical dimensions of the calculational
grid, and Nx and Ny are the number of grid points. 

In a linear medium (no gain, no nonlinear index
effects), the electric field obeys the wave equation 

(5)

Using Eq. (1) and applying the slowly varying
(∂u/∂t << ω0u) and paraxial (∂2u/∂z2 << k0∂u/∂z)
approximations, we find that u translates as

(6)

w h e re R0 = R(z), and R = R(z +δz). In Eq. (6), we can
see the familiar Fourier propagation algorithm: (a)
Fourier transform, (b) multiply each Fourier mode by
a phase that is linear in propagation distance and
quadratic in angle, and (c) inverse transform. Because
u is re p resented on a discrete mesh, the continuous
transform in Eq. (6) is replaced by a discrete fast
Fourier transform (FFT). This means that the field is
actually re p resented by a function that is periodic in
both near-field and far-field coordinates. The eff e c t i v e
grid dilatation apparent in the inverse transform is
actually carried out in PROP92 by changing the val-
ues of Lx and Ly at the new observation point z + δz.
Scaling the computational grid tends to maintain re s-
olution for focusing beams (which would otherwise
occupy pro g ressively less of the grid) and avoids
aliasing of defocusing beams (which would otherwise
try to outgrow the grid and thus “wrap” information
a round the edges). The pre f a c t o r, R0/R, may be
thought of as scaling the intensity to conserve energ y
as the transverse extent of the beam changes.

Nonlinear Self-Focusing
In centro-symmetric (invariant under inversion

through the origin) and isotropic materials, the single-
frequency wave equation may generally be written as

      

u(r , z + δz) =
R0

R ∫ d2κ
(2π)2 e

i
R0

R
κ⋅ re−

iR0

2k0R
κ2 δz

× ∫d2r' e−iκ⋅ r' u(r' ,z, t)

      
∇2E −

n0
2

c2

∂2

∂t2 E = 0  .

    
uj ,k = u(x j + x0 , yk + y0 , z, t)  ,

(7)

where the field-dependent refractive index is

(8)

Applying the slowly varying wave and paraxial
approximations yields the NLS equation

(9)

where γ = n2/(n0cε0), λvac is the vacuum wavelength,
and I = n0cε0|u|2/2 is the local irradiance. The param-
eter γ is a material property that measures the field
phase advance per unit of intensity and per unit of
length. Because n2 and γ are positive for materials of
interest, local high-intensity perturbations create their
own focusing phase perturbations, thereby amplifying
the perturbation, and ultimately leading to catas-
trophic filament collapse. Equation (9) is written with
the intensity explicitly introduced because in PROP92,
the electric field is normalized such that |u|2 = I. As
presented, Eqs. (5), (6), and (9) are not affected by this
normalization choice.

In PROP92, nonlinear propagation effects 
a re computed by a split-step algorithm. The pro p a-
gation through the nonlinear medium is divided
into a number of steps of length δz. Vacuum pro p a-
gation steps [Eq. (6)] are alternated by thin-optic
t r a n s f o r m a t i o n s ,

(10)

For higher- o rder accuracy, the process is “leapfro g g e d , ”
with a diffraction step of length δz/2 at the beginning
and end of the nonlinear optic. 

Research shows that PROP92’s split-step algorithm
agrees with experimental results both at 1ω and at
3ω6,7when sufficient resolution is included in the
calculation. There are, however, two difficulties with
simply relying on the propagation algorithm for com-
puting all self-focusing threats: 
1. C a t a s t rophic self-focusing cannot occur in 1D,8

but time and re s o u rce constraints re q u i re that
we use PROP92’s 1-D planar mode for much of
our design optimization.9 , 1 0

    

u(x , y, z) ← u(x , y, z)ei∆B(x,y ,z)  ,

where

∆B(x, y, z) = 2πγ
λvac

u(x, y , z)
2δz  .

    

∂
∂z

−
i

2k0
∇T

2 −
2πi

λ vac
γI

 

 
 

 

 
 u = 0  ,

    
n(E) = n0 +

1

2
n2E2 + ...  .

      
∇2 +

n2 (E)ω2

c2

 

 
 

 

 
 E = 0  ,
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2. Even in 2D, it is often not feasible to adequately
resolve beam features at the sizes that are most
p rone to self-focusing amplification.

Given these difficulties, we have recently added11 a
number of features to the code to warn users about fil-
amentation danger.

Sulem et al. have shown12 that intensity perturba-
tions of the most unstable size and shape will collapse,
during propagation through a uniform nonlinear
medium, in a distance such that ∆B0 = γI0∆z = 2.3,
where I0 is the maximum intensity at the peak of the
initial perturbation. By detecting and reporting the
maximum over the transverse position of the ∆B
through the thickness of any given optic, PROP92
tracks the safety margin with respect to collapse in that
optic. To allow for optical gain (also calculated by a
split-step algorithm), the maximum ∆B(x,y) is recalcu-
lated from the current z-position to the exit face of the
optic at each z-step.

B e f o re the NLS becomes singular, the collapse
p rocess is limited by nonlinear processes, such as
optical breakdown (not included in the model).
These breakdown processes led to the “angel hair”
tracks in the Nova and Beamlet high-power optics.
PROP92 has a test for breakdown-induced tracking,
based on an extrapolation of the peak irradiance in
the beam. Tre n h o l m e1 3 has numerically verified that
during the filamentation process, all perturbations
evolve to a shape resembling the “ground state”
(which collapses most rapidly) and that late in the
collapse the intensity scales as (zc – z)– 4 / 3, where zc
is the position of the singular collapse point. At
each z-step through the slab, the maximum calcu-
lated intensity is scaled by [zc/ (zc – ze x i t) ]

4 / 3 t o
p roject a maximum anticipated self-focused inten-
sity in the slab. A warning message is printed if
this projected intensity exceeds a user- e n t e re d
b reakdown intensity.

Finally, PROP92 includes a check on the adequacy
of the grid spacing to resolve the most important struc-
ture. This check is based on the Bespalov–Talanov (BT)
theory of the linearized growth of independent Fourier
modes.3,4 If we expand u as

(11)
      

u(x , y, z) = u0 1+ ακ(z)eiκ⋅r

κ
∑

 

 
 
 

 

 
 
 
  ,

substitute u into Eq. (9), and drop terms of order α2, we
find that ακ and           are coupled, and they grow such that
where

(13)

Defining the mode amplitude as ακ2 + α–κ2,
maximum gain at given κ occurs when

(14)

This maximum modal gain is 

(15)

Maximizing G with respect to Θ, we find that the
mode with maximum growth according to BT is

(16)

PROP92 issues a warning if the spatial frequency of
this mode is greater than the Nyquist frequency
κNy=2π min(Nx / Lx, Ny / Ly).

Optical Damage
Besides tracking caused by nonlinear self-focusing,

which leads to superhigh intensity and plasma forma-
tion, large optical f l u e n c e can lead to optical damage
ranging from color-center formation to material fracture .
So far, there is no adequate explanation of what causes
the formation of these damage sites. However, Campbell
et al. have compiled1 4 an extensive experimental
database of damage fluences for various materials during

    Θmax = B

    

G = 1+
2B2

(SΘ)2
sinh2 SΘ

+
2B

SΘ
sinhSΘ 1 +

B2

(SΘ)2 sinh 2 SΘ  .

    

α–κ
* = e– iφακ

φ = π
2

+ tan–1 Θ – B

SΘ
tanh SΘ 

  
 
    .

    

Θ = κ 2z 2k0

B = γu0
2z

S = 1 – 2B Θ  .
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their exposure to nearly Gaussian pulses of various pulse
lengths. When the pulse length is between about 10 ps
and about 100 ns, the data are consistent with the scaling

, (17)

where ΦD is the fluence at which damage sites first
appear, τ is the Gaussian pulse width, and C and β are
material-dependent constants. In particular, β ranges
between about 0.3 and 0.5 for the various materials of
interest and is independent of τ, for a given material,
over 4 to 5 decades of pulse duration.

For many applications, such as driving ICF targets on
N I F, it is necessary to subject optical materials to high
fluence with a temporal pulse history that does not
resemble Gaussian. To assess the danger of optical 
damage from such pulses, we have implemented a phe-
nomenological diffusion-like model,1 5 for damage fro m
arbitrarily shaped pulses.

The model assumes that damage is related to the
accumulation of some quantity D whose source is 
proportional to the local laser irradiance, and which
accumulates with a diffusive kernel. Damage is 
presumed to occur instantly if D exceeds some 
material-dependent critical value DD. Trenholme
demonstrated that no true diffusion model in 1, 2, or 3
dimensions can match the observed data. Rather, he
was led to posit a form,

(18)

where d is an effective dimensionality, I is the local
irradiance, and A is a constant. Although Eq. (18) is
formally singular when d ≥ 2, this is not important
because all existing damage data correspond to d ≤ 1.
Equation (18) is related to the measured data by substi-
tuting for I, a Gaussian with peak value ID and full
width at half maximum τ. Evaluating the maximum
over t of the resulting damage integral gives 

(19)

where, for given d, the maximum of the integral is sim-
ply a number that can be evaluated once numerically,
and the scaling with τ is explicit. Evaluating the flu-
ence, ΦD, for the same Gaussian pulse and setting it
equal to Cτβ identifies d as 2β and yields

(20)

For each optic for which damage calculations are

    
DD =

AC

π
( 4 l n 2 )β/ 2max

ξ

e−(ξ −s)2

sβ  
0

∞
∫ ds  .

    
DD = IDAτ1−d/2 max

ξ

exp −4ln 2(ξ − s)2[ ]
sd/20

∞
∫  ds  ,

    
D(t) = A

I(t − s)

sd/ 20

∞
∫  ds  ,

  ΦD = Cτβ

desired, the experimental scaling values C and β are
input to PROP92. Equation (20) is then evaluated, and
the limit value of the damage integral is stored. Each
time that the beam passes that point in the laser chain,
the damage integral [Eq. (18)] is evaluated for each
spatial grid point on the calculational mesh. The maxi-
mum of the ratio D/DD is reported. If that maximum
is greater than one, a warning is issued and the dam-
aged area fraction is reported. Note that the constant A
drops out of this calculation.

Laser Component Models
PROP92 is a general-purpose computational tool for

simulating the operation of laser chains and for opti-
mizing their performance. To enable this process, it
contains a library of models of the components that
make up the chain and a sequencer that controls the
order in which the beam encounters each of these
modules. In 2D, the beam is stored as an Nx × Ny × Nt
array of complex numbers. We have already described
how the propagation between components is modeled
as an inverse FFT of a phase times an FFT of this array.
We have also described how the array is diagnosed to
assess the danger of filamentation or optical damage.
In this section, we describe the transformations we use
to model some of the more important optical compo-
nents that comprise typical laser chains.

Slabs

In PROP92, a slab is a region of space, of length ∆z,
filled with a uniform medium of given n0 and γ, with
given small-signal gain G (at small input fluence, Φin,
the output fluence is G Φin), saturation fluence Φsat,
and transmissivity T. If the gain is not unity, then gain
typically depends on the transverse coordinates and
evolves as part of the propagation algorithm.

Propagation through slabs is modeled by a split-
step process, with the step size δz (∆z/δz = integer)
specified by the user. A propagation step with length
δz/2 is followed by the application of nonlinear phase
B(x,y,δz) and a gain calculation (described below) that
also correspond to length δz. After that, propagation
steps of length δz are alternated with near-field effects
corresponding to δz. A final propagation of length
δz/2 completes the slab. Transmissivity is applied as a
field multiplier at the slab entrance and exit.

The gain calculation is a simple Frantz–Nodvik16

transformation. The initial slab gain G(x,y) is divided
equally among the z-slices—each has gain g(x,y,z) =
G(x,y) δz/∆z. This array of real numbers is stored on
disk and read into memory successively as needed. At
each spatial point, the temporal dependence of the
field is thought of as a sequence of piecewise-constant
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values,soafluence Φj = E(x,y,tj) 2 δtj can be associated
witheach time slice. Asthe jth time slice at x,y passes
through the gain slice at x,y,z, the Frantz–Nodvick
model for a two-level, homogeneously broadened laser
line is

(21)

The field for this time slice is scaled to the new flu-
ence, and the gain distribution for this z-slice is over-
written by the new values so that the slab is
cumulatively saturated.

Aberrations

PROP92 is capable of imposing a variety of phase
aberrations on the field. Included are the low-order
Seidel aberrations tilt, focus, astigmatism, spherical,
and coma. Also, phase ripples, 

(22)

can be applied at arbitrary amplitude, scale length,
transverse direction, and phase. Another possibility
is random phase noise with specified peak-to-valley
amplitude and correlation length. Finally, an arbi-
trary phase-shift distribution can be specified
n u m e r i c a l l y.

Lenses

A lens is treated as a combination of a slab (with
unity gain but with some thickness and given linear
and nonlinear indices) and a thin lens transformation,

(23)

Lens aberrations must be specified as separate
“aberration” components.

Spatial Filters

A spatial filter consists of two focusing lenses of
focal lengths f1 and f2, separated by a distance f1+ f2,
and a pinhole at the common focal plane. In a laser
chain, spatial filters fulfill three important functions.
First, since the field at the lens focal plane is a dimen-
sional-scale and an intensity-scale of the incoming
field’s Fourier transform, the pinhole strips off the
high-spatial-frequency portions of the beam.

    
R ←

Rf

R + f
  .

      E ← Ee2πia cos(q⋅r+χ)  ,

    

Φout = Φsat ln 1+ g eΦ in Φsat – 1( )[ ]
gout =

gin

gin – e –Φ in Φ sat g in –1( )
  .

Otherwise the beam would be more prone to self-
focusing. Second, in passing through the filter, the
beam’s transverse dimensions are magnified by the
factor m = f2/ f1, with a corresponding change in irra-
diance. Third, since an object at distance d before the
filter is imaged at a distance m( f1 + f2 – md) after the
filter, the evolution of long-scale-length phase noise
into amplitude modulation is inhibited by proper
placement of filters in the system.

Spatial filters can be treated as a sum of their
constituent parts: a lens transformation, followed by
a propagation of length f1, clipping at the pinhole,
p ropagation by f2, and another lens. As long as the
beam entering the filter is not focusing or defoc u s i n g ,
it is rigorously correct to use the lumped-element
transformation implemented in PROP92 instead.
The lumped-element transformation consists of
clipping the Fourier transform of the field array, pro p-
agating t h rough a negative distance –( f1 + f2) /m,
magnifying the beam by m, and spatially inverting
the beam in the transverse plane E(x , y)←E(– x , – y) .
PROP92 offers a variety of options for pinhole
sizes, shapes, orientations, and transverse off s e t s
(including the option to describe the filter function
numerically). The pinhole edge is smoothed over
several transverse grid steps to avoid aphysical
numerical ringing.

Mirrors

Mirror components reverse the logical direction that
the beam sequencer traverses chain components,
enabling us to model multipass architectures. Tilts on
the mirrors are permitted, affecting         and       in
Eq. (1), and thereby affecting the beam’s average trans-
verse position as it samples aberration and gain fields.
Recently, Henesian has added a model for phase-con-
jugating mirrors, including an intensity-thresholding
effect. 

Masks and Obscurations

Both masks and obscurations modify the beam by
applying a near-field intensity filter that varies with
transverse position. Both offer a number of built-in
shapes and orientations. They offer control over the
d e g ree of edge smoothing, and both offer the option
for numerical description of the filter function. A
mask re p resents a filter that passes the center of the
beam and removes the edge (such as would occur
because of the finite physical aperture of chain
components). An obscuration removes some small
portion of the center of the beam (such as would
occur if the beam struck a small obscuration).
Obscurations also offer the option of applying a
specified phase to a portion of the beam, to re p re-
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sent, for example, regions of surface irregularity or
of bulk index variation.

Adaptive Optics

Adaptive optics are used in laser systems to corre c t
for long-scale-length aberrations induced on the beam.
At some point in the chain, the beam reflects from a
deformable mirro r. The mirro r’s surface can be dis-
torted by as much as several wavelengths by displacing
an array of mechanical actuators. At another point, a
phase sensor is located. Operation of the adaptive optic
consists of adjusting the displacement of the mirro r
actuators to minimize the transverse variation of the
phase at the sensor.

On NIF, the deformable mirror is one of the end
mirrors in the multipass cavity. Phase is detected by a
Hartmann sensor, which consists of a lenslet array (on
NIF it will be triangular) and a light sensor capable of
detecting the centroid of the focal spot from each
lenslet. The operational algorithm attempts to minimize
the sum of the squares of the focal spot displacements.
A transfer matrix is measured by observing the spot
movements resulting from small travel of each of the
actuators. A matrix inversion then predicts the actua-
tor displacements necessary to best cancel a measured
set of spot displacements. By placing this correction
procedure into a feedback loop, continuous correction
for time-varying effects (such as air-path turbulence
and decaying thermal sources) has been
accomplished.17

Modeling the correction pro c e d u re has two parts:
(1) determining the beam phase modification accom-
panying a given set of actuator displacements and
(2) finding the best set of displacements to use. For
the first part, we have implemented a model where
the mirror surface (hence the applied phase field) is
assumed to be a sum of Gaussians, 

(24)

In Eq. (24), the sum is over the set of actuators, rj are
the set of centersof influence (nearlythe sameasthe
physical actuator positions), σ is the influence width,
and the source strengths aj are related to the actual
actuator displacements. Typically, the rj are located on
a regular triangular or rectangular array with some
outward displacement for the sources on the array
boundary caused by their nonhomogenous environ-
ment. The values of rj and σ are inputs to PROP92’s
adaptive-optic model. In one of its modes of opera-
tion, the aj a re also input parameters, in which case
the component is modeled as a determined phase

      

φ(x, y) = a je
− r−rj

2
/σ 2

j
∑ .

modification. This form of operation allows optimiza-
tion of the best set of source strengths to meet some
external objective, for example maximizing the energy
into a hohlraum laser entrance hole.

In another mode of operation, PROP92 can adjust
the aj to apply a best local phase correction in mini-
mizing the fluence-weighted mean square deviation
from flat phase. “Adapt” components that are multi-
passed retain the shape that is determined the first
time they are encountered. This method, since the
phase correction is local and simply determined, is
useful for obtaining a quick and reasonably accurate
approximation of the performance enhancement that
might be expected.

Although it is not strictly part of PROP92, Henesian
has built up a realistic model of the adaptive optic
operation as it will be implemented on Beamlet and
NIF.18 At the end of a PROP92 simulation of a chain,
the field array is dumped to disk. This file is read by a
postprocessor routine that simulates the action of the
Hartmann sensor. Portions of the array are masked off
and brought to focus, and the centroid of each focal
spot is calculated. If there are Na actuators, then Na
separate PROP92 runs are required to determine the
transfer matrix, which is easily inverted (or SV decom-
posed if, as typically, it is nonsquare). For a given set of
component aberrations, two more PROP92 runs suffice
to measure the corrections required and to predict the
performance with those corrections.

Plots

Considerable attention has been given to the graph-
ical presentation of PROP92 results. At any point in
the chain simulation, the user can display plots of
n e a r-field intensity, fluence, or phase—or of intensity
or fluence either in the far field or in a partial focus
region. These can be displayed as surface plots, con-
tour plots, or cuts, either through specified position or
through the maximum intensity point. The vertical
scale can be linear or logarithmic. PROP92 has the
capability to window the plots, which add resolution
to a region of interest. As mentioned, PROP92 is capa-
ble of dumping the field array to disk, which enables
us to use the graphical power of packages such as IDL
for postprocessing.

Summary
PROP92 is a full-featured Fourier optics laser

modeling, design, and optimization tool. It includes
integrated models for a comprehensive set of optical
elements and effects, as well as sophisticated algo-
rithms for assessing the risk of optical damage and
filamentation. As detailed elsewhere in this Quarterly,
PROP92 predictions have been validated by compari-
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son with Nova, OSL, and Beamlet experiments. Given
reliable data on material properties and optical quality,
we have confidence in PROP92’s predictions of NIF
performance.
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Nova Operations
During this quarter, Nova Operations fired a total of

314 system shots resulting in 320 experiments. These
experiments were distributed among ICF experiments,
Defense Sciences experiments, X-Ray Laser experi-
ments, Laser Sciences, and facility maintenance shots.

This is the final report for FY 1996. During the past
year, Nova fired a total of 1192 system shots resulting
in a total of 1263 experiments. There were 981 target
experiments done in the 10-beam chamber and 86
experiments done in the 2-beam chamber. There were
110 experiments conducted in support of laser science
work, including precision pointing, Petawatt system
activation, and miscellaneous beam propagation
experiments. We fired 85 calibration shots in support
of routine and precision operations. 

We have started implementing smoothing by spec-
tral dispersion (SSD) on all 10 beamlines of Nova.
Hardware for the preamplifier grading table and relay
lens assemblies was installed this quarter. Experiments
using 10-beam SSD are planned for FY 1997. 

A conceptual design for a 4ω probe beam for the 10-
beam chamber has been completed. This beamline will
be created by a “pick-off” mirror installed into the cen-
ter obscuration of beamline 8 in the switchyard. This
subaperture, 1ω beam will be propagated to the 10-
beam chamber, where it will be converted to 4ω and
used as a target diagnostic probe beam. Actual installa-
tion of hardware will begin next quarter. 

In continuing support of the Petawatt Project, the
design of the Petawatt minichamber was completed
and fabrication has started. This minichamber will be
used during the initial Petawatt demonstration to mea-
sure system performance and beam focusability.
Installation of the minichamber is planned for January
1997. The design of the parabolic mirror system that will
be used for the Petawatt beam on the 10-beam chamber
has been completed. The vacuum housing and mirro r

gimbals for the parabola are being fabricated. The
vacuum system for the Petawatt compressor chamber
was also installed and activated.

The Gated X-Ray Imager #5 (GXI 5), modified to
use a charge-coupled device (CCD) readout, is con-
tinuing to be used as a secondary diagnostic to
p rovide opportunities for shakedown and activa-
tion. The GXI is also being characterized off-line to
evaluate its performance using the CCD readout as
c o m p a red to film. The use of a CCD camera allows
immediate viewing of data following a system shot.

Beamlet
During the fourth quarter of FY 1996, experiments

done on Beamlet addressed the following issues:
• C o r recting the wavefront for thermally driven gas

turbulence in the amplifiers and the beam tubes.
• Measuring the 3ω conversion efficiency of the 34-cm

output beam, the modulation of the 3ω n e a r- f i e l d
beam at the focus lens, and the 3ω focal-spot energy
distribution.

• Conducting large-area damage tests of KDP at 3ω.
• Determining the performance of Beamlet with 20-ns

pulses shaped like those required for indirect-drive
ignition on NIF.

• Measuring the contrast ratio and beam modula-
tion of the near-field beam input into the main
a m p l i f i e r.
The Beamlet control system was modified to allow

the adaptive optics system to correct the beam wave-
front up to one second before shot time (T-1s) to pro-
vide a capability to correct for gas turbulence effects in
the beam path. To test this system, we fired shots to
compare the 1ω spot size and beam brightness with
and without the T-1s system. We observed that beam
quality was improved with the T-1s system but that
the improvement was smaller than expected. Because
Beamlet has no active cooling system, we saw a more
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dominant effect from the accumulation of thermal dis-
tortion with repeated shots. Spot size and small-angle
scatter increased substantially when repeated shots
separated by 2-h intervals were fired. After the fourth
shot, up to 15% of the energy was scattered outside of
33 µrad. The T-1s system has been used continuously
since it was installed in early July.

We fired 53 shots in the 3ω campaign, 13 to activate
and calibrate new diagnostics and 40 to obtain data on
3ω conversion efficiency, near-field beam modulation
at the focus lens, and the 3ω focal-spot energy distribu-
tion. The new diagnostics included a 3ω dark-field
imaging capability that allowed direct comparison of
the scattered power fraction outside 33 µrad with cor-
responding 1ω measurements. The data shots were
with short pulses of nominally 200-ps duration. In one
series, the booster amplifier was unpumped to simu-
late the end of a NIF ignition pulse. In this series, we
obtained 3ω power up to 2.3 TW with delta B in the
booster amplifier up to 1.7 and with 200-µrad pinholes
in both the cavity and transport spatial filters. We
obtained up to 3.1 TW (delta B up to 2.0) with smaller
130-µrad cavity and 100-µrad transport filter pinholes.
In a second series to reach powers similar to NIF SBSS
performance requirements (3.5 TW of 3ω power in 1-ns
pulses), we pumped the full 11-5 amplifier set. We
achieved 3ω power up to 3.65 TW (corresponding to
4.6 TW for a NIF-sized beam) with 200-µrad pinholes
in both the cavity and transport spatial filters at a 1ω
drive power of 5.7 TW. Attempts to use smaller pin-
holes (130/100 µrad) with the pumped booster
resulted in back reflections from the transport spatial
filter that damaged the injection optics. This problem
was not observed with the larger pinholes.

The large-aperture damage tests of KDP were the
second series to test KDP. The samples were tested
with 3-ns FWHM Gaussian pulses. During the series,
Beamlet provided 3ω energies very close to those
requested by the experimenters. Three samples were
tested: a previously conditioned crystal, a new crystal,
and a fast-growth crystal. All three samples were dam-
aged below the expected fluence. In previous Beamlet
campaigns, however, our 32-cm and 37-cm KDP/KD*P
frequency-conversion crystals generated NIF output
fluences on several shots without damage.

In the long-pulse campaign, we evaluated Beamlet’s
performance with typical pulse shapes proposed for
indirect-drive ignition on NIF. The shots did not
include frequency conversion but used absorbing glass
as a beam dump in the frequency-conversion enclosure .
We modified the pulse generation system to generate
20-ns shaped pulses. The modification in the master
oscillator room (MOR) used a slow pulser to generate
a long foot and used the prototype Arbitrary
Wa v e f ront Generator to provide a shaped main pulse. A
cavity extension in the regenerative amplifier e x t e n d e d

the gain window to 23 ns without affecting the stability
and performance. We began the series with standard
200-µrad carbon pinholes in the transport spatial filter.
We started at low energy and slowly increased the
output energy up to slightly in excess of 13 kJ when
evidence of pinhole closure was apparent. We changed
the transport filter pinhole to a 200-µrad stainless steel
conical pinhole designed to alleviate closure problems
and repeated the energy ramp-up. With this design we
reached in excess of 15 kJ, with no evidence of closure.
Unfortunately, because of a failure in the bandwidth
generation system, stimulated Brillouin scattering
(SBS) generated in lens L3 caused the lens to fail and
implode into the transport spatial filter, and the series
had to be terminated. Rebuilding the spatial filter with
new square lenses is expected to take 3 to 4 weeks.

In an attempt to resolve a discrepancy between the
m e a s u red and calculated near-field profiles of the
Beamlet output beam, we re c o rded near-field images at
various planes in the preamplifier and injection optics.
F rom these data we determined the spatial modulation at
the input to the main amplifier (the calculations had
assumed zero modulation at the input). Preliminary anal-
ysis now indicates that nearly all of the spatial intensity
modulation is already present on the beam before input
to the main amplifiers. When this is taken into account,
the discrepancy between measured and calculated pro-
files at the output should be re s o l v e d .

NIF
This quarter, the engineering effort focused on

narrowing the design options, further developing the
specific designs, and updating the Conceptual Design
Report (CDR) cost estimate based on extensive vendor
quotations. The Conventional Facilities Title I Design,
including the cost estimate, is now complete, and the
Special Equipment Design and cost estimate 95% com-
plete. The comprehensive Title I Design Review will
begin early next quarter (October 8).

The Title I Design Reviews were delayed from the
Title I Plan by one month following delay in the re l e a s e
of the P rogrammatic Environmental Impact Statement for
Stockpile Stewardship and Management (PEIS) beyond the
planned mid-September date. This time was used for
value engineering of the designs and cost optimization
to ensure that NIF is consistent with the minimum plat-
form to achieve the Primary Criteria and Functional
R e q u i rements and the DOE Baseline Change Contro l
B o a rd Level 1 directions. The revised schedule com-
pletes the Title I Design in ten months, which is two
months faster than the CDR schedule.

Planning for the Title I Design Review was com-
pleted, including completing the Title I Design Review
Plan, which was released to Project personnel and used
in detailed planning of the remaining Title I work. The
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plan includes the overall objectives, organization, and
schedule, as well as an outline of the agenda for the
review meetings and the contents of the Design Basis
books. The overall Chairman of the Review Committee
was selected, as well as committee members consisting
of external and internal reviewers with significant
expertise in their areas of review.

In parallel with the design effort, Title I cost and
schedule estimates were developed. The cost estimate
establishes the project cost baseline, is used as the basis
for final design and construction estimation, and pro-
vides a high degree of confidence that the Project can
be completed within the established baseline. The
estimate provides budget outlay (BO) and budget
authority (BA) profiles, a time-phased re s o u rc e
re q u i rements plan, and a commitment pro f i l e .
“Bottoms-up” estimates were generated by the
l e a d / responsible engineers based on extensive ven-
dor quotations. These estimates will be inputted to the
NIF Planning system, which is an extension of the
Business Planning system developed by LLNL and has
been in use for over 10 years.

Following data input and verification, a Title I cost
estimate contingency analysis based on a Monte Carlo
simulation built from individual system risk assessment
was developed. This analysis resulted in an overall con-
tingency allocation for the Project. Planning for the DOE
Independent Cost Estimate (ICE) Review has been com-
pleted and a kickoff meeting scheduled for the first week
in October; ICE Review team members have been invited
to the Title I Design Review. 

In Manufacturing Engineering, manufacturing
assessments were provided to the Special Equipment
and lead engineers in support of the Title I design and
costing effort. Over 270 detailed cost estimate valida-
tions were generated. A manufacturability report was
drafted for the Title I Design Reviews.

In support of completion of Title I Design, and in
preparation of Title II Design, upgrade and modifica-
tion of the engineering support systems, including
computer-aided design and drafting (CADD) and the
Sherpa Product Data Management (PDM) systems,
continued. An updated version of the PDM software
was implemented and tested on a selected basis. This
version, which is user-friendly and contains expanded
help functions, reduces or eliminates the need for
training. Conversion of the entire system to the
updated version was delayed to ensure noninterfer-
ence with completion of Title I Design. Classes on use
of the NIF PDM system continue, and administrative
support personnel are providing assistance to new and
less experienced users.

PDM release procedures have been updated, and
training on use of the PDM system continue to reflect
the modifications to documents and design drawings
control. The number of documents in the PDM system

increases by about 50 per week, and by the end of the
quarter there were over 600 documents in the system.
Also, configuration management implementation con-
tinues. Training and implementation continue on
drawing release, drawing revisions, and Engineering
Change Request preparation.

The engineering effort focused this quarter on con-
tinuing design iterations to simplify the systems,
reduce cost, and ensure a minimum platform system
that meets the Primary Criteria and Functional
Requirements and the Level 1 DOE Baseline Change
Control Board actions. Extensive vendor quotes and
refined cost estimates were collected, reviewed, and
incorporated into the Title I cost estimate.

Specific Title I Design and supporting activities this
past quarter include the following:
• Value Engineering of the LTAB and OAB was com-

pleted by Sverd rup to augment the continuing
value engineering efforts. The study was completed
and the results reviewed and incorporated into the
design.

• Parsons was awarded the Project Labor Agre e m e n t
Development and Oversight contract. The process for
negotiating a Conventional Facilities Project Labor
A g reement has been defined to reduce the schedule
risks and cost impacts due to labor disputes during the
Conventional Facilities constru c t i o n .

• In cooperation with Conventional Facilities, issues
associated with co-occupancy of special equipment
installers and building constructors in the laser bay
to expedite the schedule were resolved. An inte-
grated plan for installing switchyard structures into
the building erection sequence was established.
Safety planning with the NIF Construction Manager
for job site operations was begun.

• A combined target chamber/building constru c t i o n
schedule has been finalized. The schedule interfaces
suggest that the chamber be built on the pedestal
rather than constructed outside the target building
and moved onto the pedestal.

• The Statement of Work for the target chamber fabri-
cation was completed. Comments have been
received and incorporated by NIF pro c u re m e n t ,
selection criteria were refined, and a Request for
P roposal is scheduled for release early in FY 1997.
Meetings with two potential target chamber fabrica-
tors were held, and both vendors confirmed the esti-
mated fabrication time as well as choice of material.

• Changes to the target chamber diagnostic port loca-
tions were made based on input received from the
Joint Committee for Ta rget Diagnostics, consisting of
members from the participating Laboratories. A port
location interface control document (ICD) was c o m-
pleted and approved to document the information
and assure that future changes are adequately
reviewed and appro v e d .
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• Design iterations in the Final Optics Assembly con-
tinue. Individual 1 × 1 Integrated Optics Modules
(IOMs) were selected to simplify the system and for
ease of maintenance. Work was performed on a plan
for the manufacturing of final optics cells by various
methods, and visits to selected vendors for building a
p rototype final optics cell were pre p a re d .

• Potential effects of distributed heat sources on the
thermal stability of the optical systems were
addressed by the NIF Thermal Working Group. This
effort is closely coupled with the Parsons team per-
forming the computational fluid dynamics analyses
and members of the LLNL Thermal/Fluids Group. 

• The Optical Configuration Layout drawing set,
describing optical component position, orientation,
and sizes, was completed. These drawings are an
important source of interface information to the
Special Equipment are a s .

• To enable the initiation of long-lead optics procure-
ment, several key drawings relating to fused silica
material, lens finishing, and flat finishing have pro-
g ressed to a near-final design state. Several signifi-
cant analyses were documented. Among these were
the clear- a p e r t u re budget and component damage-
threshold requirements.

• All vendor optical cost studies were received, and NIF
costs updated with the most current information avail-
able. Pro c u rement strategy for optics has been com-
pletely defined, and the final version will be re l e a s e d
with the Title I Design Basis Book. 

• Significant cost savings were realized by production
engineering of the amplifier demonstration
AMPLAB components for use in NIF under a TRW
Master Task Agreement work ord e r. Concepts for
amplifier cooling, support, and assembly hardware
that meet NIF clean assembly re q u i rements were
completed.

• Several key amplifier power conditioning drawings
w e re completed as part of Title I design, including the
modified module layout and updated capacitor bay
general arrangement. Life testing began at LLNL, in
collaboration with the ICF Core Science and
Technology Program, on prototype capacitors fro m
two vendors and on the prototype module at Sandia
National Laboratories-Albuquerque as part of the
development program. Cost estimates were completed
for key components, such as capacitors, and incorpo-
rated into the Title I cost ro l l u p .

• The Software Requirement Specifications are essen-
tially complete. Quality Level assessments for the
Integrated Computer Control System were com-
pleted and approved. Remaining ICDs were com-
pleted, except for some minor revisions.

• P recision optical diagnostics design was impro v e d
with a simplified trombone and provisions for
transport mirror maintenance. The midchain sensor
design was completed, and requirements were com-
pleted for the target chamber diagnostic instrument
manipulator.

• In Beam Transport, numerous design impro v e m e n t s
that simplified the system and reduced costs were
incorporated. They include simplified spatial filter
beam tubes and reduced thickness of switchyard stru c-
t u re floor gratings, saving dead weight and incre a s i n g
optical stability. Additional design optimization on the
periscope stru c t u re reduced its weight, and use of com-
ponent commonality reduced the part count in the
s w i t c h y a rd and target bay mirror mounts.

• Utility layouts in the target bay and diagnostic
building were completed. Revised cost estimates
w e re generated and incorporated into the Title I
estimate.

• Samples are arriving to validate parts of the NIF fin-
ishing process from Zygo and Ti n s l e y. The first
Phase 1 lens was received from Tinsley and is cur-
rently under evaluation.

• The draft Startup Plan and a preliminary startup
schedule were completed. The second draft of the
operations engineering schedule was completed for
p roject inclusion and integration. The Title I
Operations modeling effort has been completed and
a report drafted.

• The NIF Preliminary Safety Analysis Report has been
completed, and related DOE and institutional com-
ments have been resolved. Institutional approval of
the report by the Associate Directors for Laser
P rograms and Plant Operations has been re c e i v e d .
DOE has concurred and will provide the S a f e t y
Evaluation Report, which gives final concurrence in
early October.

• The PEIS has delayed the Notice of Availability to
late October 1996 at the earliest. An analysis of
delay impacts was pre p a red for DOE. The NIF
Technical Analysis document, which includes justifi-
cation and site comparisons, has been completed
and is ready for publication.

• The environmental permit strategy was re v i e w e d
with DOE/OAK and DOE/HQ. All DOE comments
to support the Safety Evaluation Report have been
resolved.

• The Quality Assurance Program Plan (QAPP) was
revised for Title II design, equipment pro c u re-
ment, and construction. Laboratory Project and
DOE approval have been received. Eight Pro j e c t
p ro c e d u res to implement the QAPP update were
revised or p re p a re d .
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The Title I Design Reviews will be done time-
phased, starting with the schedule critical path
Conventional Facilities (including the Laser and Target
Area Building, Optics Assembly Building, and site
preparation) followed by three Special Equipment
review segments. DOE actions, including determina-
tion by DP-1, with EH-1 concurrence, to proceed with
limited Title II design concurrent with completion of
the final PEIS and Record of Decision (ROD), will min-
imize the near-term adverse impact to the Project. 

To maintain progress and keep the Project on sched-
ule requires an ROD by mid-December 1996. Other
activities that will be completed next quarter, leading
to beginning of site preparation in mid-March 1997,
include completing the ICE Review and preparing
packages for the DOE Level 1 Baseline Change Control
Board meeting in mid-December.
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